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Ocean Forecasting

eOcean forecasting is essential for effective and
efficient operations at sea. It is used for:

eMilitary operations

e Coastal zone management

eScientific research

eState variables to be forecasted:
eTemperature
eSalinity

eCurrent velocity

ePlankton concentration

eNutrient concentration
eFish concentration
ePollution

eSound speed



Adaptive Sampling
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There exists a routine component for
observations which collects data from a
particular region. oo e
Adaptive sampling is a method which aims

to the improvement of the forecast results o St
by deploying some additional assets to

gather more accurate data in critical
regions.

o The trajectory of this additional component
needs to be planned continuously. It needs
to adapt to changing conditions, therefore
named " "

o Forecasting systems such as “Error el 1w _
Subspace Statistical Estimation” (ESSE) or 20N O A T : - 20N
“Ensemble Transform Kalman Filter” (ETKF) NI N i  A0-166
techniques provide both estimates of the ——
states and the uncertainty on the state
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estimate. _
S Uncertainty fields created by these efmate offhe state
techniques can be used for the purpose of o L e ) ' ‘
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Adaptive Sampling-Summary Maps

o Summary maps represent the amount of
total improvement on a given field as a
function of measurement location.

o Path planning is done manually. Paths are
either created manually or chosen from a R Y /]
set of pre-designed paths. aow L:?%f&;k‘;.%{:j--—"
o Use of pre—desiﬁned paths limit the quality f",.{"_h\:.'f-ﬂ(ﬁf
of adaptive path planning. sou RN
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o The multi-vehicle case is handled by “serial - ® Tracks 31-49 \\
targeting”. 100E T80 Teow Taow 170w 100w
Find the best path for first vehicle.

Assimilate the fictitious observations made by the
first vehicle using ESSE or ETKF.

Using the updated summary map, find the path of
the second vehicle.

o The technique does not deal with more
complicated scenarios where inter-vehicle
interactions and other mission constraints T
are involved. op L LLHELT] (L

Total Signal Variance

31 34 37 40 43 45 49
Flight Track Number

*'S. J. Majumdar, C. H. Bishop, and B. J. Etherton. Adaptive sampling with the ensemble transform Kalman filter. Part II: Field program implementation. Monthly
Weather Review, 130:1356-1369, 2002.



Problem Statement

o Given an uncertainty field, find the paths for the
vehicles in the adaptive sampling fleet along which
the path integral of uncertainty values will be
maximized. Also constraints such as:

Vehicle range

Desired motion shape
Inter-vehicle coordination
Collision avoidance
Communication needs

must be satisfied.

o Also there might be multiple days in succession
involved in the adaptive sampling mission. The
optimality must be sought over a time window. This
is named the “time-progressive” case.

o Global optimality in the spatial and time sense must
be satisfied.

The fields are neither concave nor convex.
Increases the challenge.
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A Short Introduction to Optimization
Methods

o A generic optimization problem can be

- min F'(x)
written as
: > subject to gi(x)=0 Vicl,.,ml ml=>0
Types of different optimization hiz)20 Yj€ml,..,m m>ml
problems:
=
o  Non-linear programming problem
min ¢'x
o  Linear programming problem | D | Subject fo Ax=b
x =0
minc’x
. sthy Ax=b
o Integer programming problem | [ | et o Ax
x>0
X integer
min c'x4-d"y
o  Mixed integer programming (MIP)  po—p- | SU7ect fo Ax+By=b
problem Xy >0
X irdeger




Mixed Integer Programming (MIP)
Solution Methods

Comparison of some solution methods

Greedy Method NO VERY LOW LINEAR MODERATE
(Local Search)

Exhaustive YES VERY HIGH EXPONENTIAL HARD
Enumeration

Branch and YES MODERATE EXPONENTIAL EASY
Bound




Network-Based Mixed Integer
Programming (MIP) Formulation
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sithject to

oy —E foqu=bpy WG EN and Wpe V, where V is set of all
vehicles  (or in a equal representation Af, = b, where

Bpa=1 bpy=—-1 B,=0 1#s1)

Dy dliil = ROV ) eN and Yp eV where d[i, j] is a distance
madification matrix to take care of diagonal moves if they are allowed to
and the curvilinear grid geometry in case it's usad.

foy + foge=1l W, 7VEN and ¥peV  (Opposite lows betwean two

nodes are not allowead)

2y fog + foge = (2 —byy)
same node twice)

Yic N and Ype V' (To avoid visiting the

ey 1 ¥fpy € 51y and Y¥pe Vo (To avcid size 1 loops)
ey =4 Yoy e 82l and Y¥peV o (To avcid size 2 loops)
=6 Yy 88L, and ¥peV o (To avcid size 3 loops)
Jog =0 ¥, )€ (N-K,) and Ype V. where K, stands for the set of

nodes within the range of 7*® vehicla

S foay 1201 — fout) Yoy € VORy and foyy € VOR; p,glp > g€ V
(Vicinity constraints)
f,-.:,u =01

Wi, il e N and Ypc ¥V (Integrity constraint)




Network-Based MIP Formulation
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New Mixed Integer Programming
(MIP) Method

N: Number of path points 351

P: Total number of vehicles o

Variables:

x,; and y,; whereie[1,..,N], =l | -

and p € [1,...,P]. ol

1< Xy =maxy

15+ = I
1< Ypi SmMaxy it Nas i

Decision Variables: w-ﬁ ' ' " .......
b Ty s T2, B3y i Ly
where i€ [1,..,N], and p € [1,...,P],
andj €[1,...,4], o s w1
b

oij t1pij 1205 35 € {0,173



Motion Constraints

N: Number of path points

P: Total mumber of vehicles

wpe[l,.., Pland Y2 [2,..,N]:

Tpi = Tp(i-1) + bpin — bpiz

b

pi1 + Bpiz = 1

Upi = Up(i—1) + Bpiz — Opig
Briz + bpig = 1 & - = L

Wpe[l,.., Pl,and Vi€ [l, .., N]: ® ® ® ®

i1 4 bpio + bpia + bpg = 1

Wpe[l,..,P|, Wic[l,..,N],and ¥j € [1,..,4]:




Motion Constraints

Wpe[l,..,Pland i€ [3,. ,N]:

[Tpi — @pi—2| =22 OR |ypi — vpi-2)| = 2

Y o ’
¥pe[l,..,Pl,and ¥i£[3,..,N]:

Tpi — .‘.!,'P(‘-_z) = 2— M= tlpu 1 2

Tpi-z) — Tpi = 2 — M * tlpin

Ypi — Yp(i-z) = 2 — M+ 1l

Yp(ioz) — Upi = 2 — M # 1l ® *
l‘,lpu + flpg'z + tlpgg + flpﬂ, =3
vYpe[l,...P], ¥ie[l,..,N],and ¥j € [1,...4]:

tlpgj 0,1
vYpe[l,..,Pl,and ¥iec[4,.,N]: L ®
lopi — wpin| = 25 OR ypi — vpi-3)[ = 2.5

| 3

g ® L 2
vpe[l,..,Pl,and ¥ie[4,.,N]:
Ty — Tpimz) = 2.5 — M 12, 1 2

L L3 L ]

Tp(i—3) — Tpi =25 - M= l‘,qu
Upi — ypis_n = 25— M= fgpﬂ

Ypi—a) — Upi = 2.5 — M+ 125

t2pg1 + f2p§2 + tQng + fzpu <3
vpe[l,..,P], ¥Yic[l,. ., N|,and ¥jec[l,..,4]:

!‘.2ng 0,1




Vicinity Constraints for Multi-Vehicle
Case

Ype[l,..,Pl,and Yge[l,.,P]: ¥pglp=q and ¥i,j&
[1,...N] Wiel[l,.,N]:

|Zpi — 7g5| = 2 OR  |ym — ygs = 2 L ' *
)
Ype[l,..,Pl,and Yge[l,.,P]: ¥pglp=q and ¥i,j& ® ®

[1,...N] ¥ie[l,..,N]:

Tpi — Lgy = 2— M= l-‘].pqﬂ

Tgj — Tpi = 2 — M+ vl

] P

Wpi — Ygs = 2— M=« ?le.ﬁ'g

Erlpqil =+ 1-'1;,@2 + l-‘lm; =+ '1"1pqid. E 3

Wp,ge[l,...,P], ¥ie[l,..,N],end %5 <[l ..4]: ®

yqj—ypéEZ—foalwﬁ L ‘—q‘

t"]-pqé_j = U, 1




Autonomous Ocean Sampling
Network (AOSN) &
Communication Constraints

Different Scenarios Based on Commmunication Needs:
1. Communication with a ship.
2. Communication with a shore station.

3. Communication with buoys.

Adapted from Tom B. Curtin, James G. Bellingham, J. Catipovic, and D. Webb. “"Autonomous Oceanographic Sampling Networks”. Oceanography, 6(3), 1993.



Communication with a Ship

1. Communication via acoustic link

AUV must always lie within a
defined vicinity of the ship
(continuous shadowing)

7 \
O
\\L /f‘

VpEl,... P] Wic [l ..,N,|:

° Constraints for collision avoidance
between the ship and the AUVs

Vp€ [, P] i€ [l Ny :

|I_pi - Sh?P—-Tpt| 3 ﬂxsh{p_sufetg OR |ym - Ship—ypd E *ﬂysh{pjufety

|Zpi — ship_tpi| < AZahip vicinity AND  |tpi — ship_yp| < Alship vicinity

\

.?:m = Shﬁj_?_xpi E ‘i‘rah‘ip_ti‘k“m‘:}y —+ j‘f * Sl‘rp’.",l
and  ship_Tpi — Tpi < AZship_yicinity + M * slxppn
and  Ypi — Ship_Upi < AlYship_vicinity + M * slypn

and  ship_Upi — Upi = AYship_vicinity + M * S1tpiz

2
and Z Slapiw < 1
=1
2
and Z sl = 1
w=]1

sl i, Sl € 0,1 W £ [1, 2]

\

ﬂnd Shlp_x-p.t e IPi E .&xship_gafezy e ﬂ}’f ¥ Szpq'_z
and Ypi — Ship—ypi = "j“yship_safezy — M * 52_9;‘.3

and Shéjj—ypi — Hpi = ‘ﬁyship_sa‘fezy — M 52}3@4
4
and Z 82pi < 3
w=1

$2piw €0,1 Yw e [1,...,4]

oIf the vehicle needs to return to the ship
LN, = Shij'-?'_lfp_h,rp wp e [L, ..., P]

UpN, = Ship_upy, p € [, ..., P]




Communication with a Ship

oIf the vehicle needs to lie in a tighter vicinity 2. Communication via radio link
of the ship at the terminal path point

e AUV must come within a vicinity of the ship
only at the end of the mission to transfer

Ype[l,..,P|: data.

TpN, — shép_.rp_.-.,rp = AZohip_picinity_TP + M * .sl:cTPp_.-.,rPl
and .ship_:np;.;p — TpN, = AT ohip viciniy_ TP + M * slePp;.;Pz

and  ypN, — Ship-YpNy < Aliship icinity TP + M s1yT By Only these equations apply !

and Shéﬁ—yp?v'p — Uph, = AYship_vicinity TP + M * slyTF, pNp2
2

and Y slaT Py = 1

w=1
2
and Z slyT By =1

w=1

s1eT Ppwyw, 19T Foypw € 0,1 Y € [1, .., 2]




Communication with a Shore
Station and AOSN

o Communication with a shore o Communication with an AOSN

station eWe have “M” buoys and only one AUV

can dock at a given buoy.
Ype[l,.., P]:

TpN, — shore_r < AXahore_vieinity + M + s3xp

and  shore_r — x,y

B = &xshare_t'imlﬂ'.‘.ty + M * S?"xpE

and HoNp — shore_y = &yahare_tv:lﬂlnﬁy + M 53?:"};\1
and Shﬂ?"e_y - yp."v';. = "ﬁyahare_t':}mlnﬁy + M+ 53%";:2

2
and Z S3Tp, = 1

w=1

2 M
and Y 83upw < 1 TpN, = Z buoy_xy * bup, Ype [1,...,P]:
w=1 k=1
. M
‘ngpiﬂrsgglpﬂ-' €0,1 Ywe [1: seey 2] UpN, = Z buoy _up, * n&l‘-‘.-'p.r; Wp £ []”‘_F‘] .
k=1 o
A
If the AUVs need to return to the shore S by, =1 Wpe[l, .., P
h=1

station:
bugn € 0,1 Wh e [1,.... M]
Tpy, = shore.xr  Wp e[l ..., P —
upn, = shore.y  Wp € [, ..., F] }; bop = 1 Fhe e M]

At most one AUV can dock at a
given buoy




Results for a Single Vehicle
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Results for a Single Vehicle

Range:30 km

Range:35 km
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Results for Two Vehicles
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Results for Vehicle Number

Sensitivity

Number of path points: 8

1 vehicle

4 vehicles

2 vehicles

5 vehicles
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Time Progressive Path Planning

e When path planning needs to be performed over multiple days, the formulation must
be extended to combine information from all days under consideration.

D: Total Number of Days

Single Day Formulation

P Np

ZZJFP‘J

p=1k=1

maTimize

.
vy Pl and Wi g [3,..., Ny : \

Lp: — J:F,,:i_g:, E J‘jhl — M tlpﬂ

and .rP({_zj — Ipi E J‘jhl — M El,lpfz
and Wpi — yp(i_gj E ﬂl — M t].pt'g
and yp({_zj — Upi E ﬂl — M t]-pid.

4
and Z tlpi = 3 J
w=]1

N

1] -

1] -

=N

Time Progressive Formulation

-

P, ¥de[2,..,D]:
Tpdl = Tpd—1)Np

Updl = Up(d—1)N,

P D Np
marimize Z Z Z Spdk
=1 d=1 k=1
“
[ wpe[l,...P], Yd€[l,..,D] and Vi< [3,..
Tpdi — .'.'-L'Pd'(i_g} E ﬂl — M« tlpjil
ard :rpd(.t'_gj — Epdi E ﬂ]_ — M tlpjig
ﬂ?ld ypdt — 'ypd'[:i_zj E .&1 — jlr_r * tlpl.‘l'iE
ﬂ?ld 'ypd[:i_zj e ypu"t E .|"I_"'h1 e jlr_r * tlp—fi‘i
4
and Z g = 3
k w=1

s J"I'r'-p] &



Illustrative Results for
Path Planning

Ime-Progressive
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An Example Solved by the
Dynamic Method

August
26&27

Phase 1

Solution on Coarse (Half-Size) Grid for Day 1 (August 26)

Solution on Full Size Grid for Day 1 (August 26)

eIt is a 3 day long mission: August 26-28, 2003.
¢2 consecutive 2 day time-progressive and 1 single day problems are solved.

eMeasurements are assimilated using Harvard Ocean Prediction System (HOPS).

. g Optimization . s
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(August 27)
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Phase 2
August
27&28

An Example Solved by the

Dynamic Method
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Phase 3
August 28
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Comparison of Results of the
Dynamic Method with Results
without Adaptive Sampling

Results Without Adaptive Sampling:
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Recommendations for Future Work

o Devise methods to automatically determine the optimal values of some of
the problem parameters based on a given uncertainty field, e.g. inter-
vehicle distance, starting point seperation etc..

o Approximate the uncertainty prediction/assimilation by a linear operator
and embed this operator into the optimization code. It will help:
To establish a link between the choice of measurement locations and its effect on
the following day’s uncertainty field.

To improve the quality of path planning as a result.

Current Work:
e Working on two journal and one conference papers.

e Investigating the feasibility of implementing a (simplified) version of the
MILP formulation on MATLAB.
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