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Between 1983 and 1989, acoustic pulse-like signals at 133-Hz, 60-ms resolution, were transmitted
from Oahu to Northern California. Analysis of the data indicates that the early arriving, steep paths
are stable over basin scales, whereas the late, near-axial paths are sensitive to ocean structure. The
late paths undergo vertical scattering on the order of the acoustic waveguide, i.e[J1Aooust.

Soc. Am.99, 173—-184(1996]. The parabolic approximation is used to simulate pulse propagation
over the vertical plane connecting the source and receiver. Several prescriptions are used for the
speed of soundl) Climatologically averaged sound speed with and without a realization of internal
waves superposed?2) Measured mesoscale structure with and without a realization of internal
waves superposed. The spectrum of the internal waves is given by Garrett and Munk. Modeled
internal waves and the measured mesoscale structure are sufficient to explain the vertical scattering
of sound by 1 km. The mesoscale structure contributes a travel time bias of 0.6 s for the late
multipath. This bias is seen to be a relevant contribution in accounting for the travel times of the last
arrival. © 1999 Acoustical Society of Amerid&0001-496689)03108-3

PACS numbers: 43.30.Dr, 43.30.RoLB]

INTRODUCTION through ocean environments which include internal waves,

In a recent paper by Spiesberger and Tapbgeomet- have been performed and recently reported in the literature
pap y =P 9 PPGED by Colosi and Flafté and Colost* Our efforts using these

ric acoustics was utilized to interpret long range reception . . . .
ST ; ype of simulations differ in that we compare the results to
of acoustic signals transmitted from the Kaneohe sofirce.”’ " . .o .
particular observations, more in line with what has been

The experiment involved propagation of 133-Hz, 60-ms .
. X . one by Coloskt al. at the shorter range of one megameéter.
resolution pseudo-random signals over a distance of 3709. . o :
We proceed by the following prescription. Section | de-

km. Geometric acoustics applied to an environment that in- ribes the Kaneohe experiment. In Sec. Il the method used

C
cluded m_e_soscale structure was able tq adequ_ately modgl ttﬁ'g generate the sound speed fields is described. Much of this
early arriving, resolved stable acoustic multipaths, which S o

. . ) . __section involves describing the method used to model the

were derived by incoherently averaging over the receptions . :
range dependent sound speed perturbations due to internal

that occurred each day. However, the coda of about one sec-

ond could not be accounted for with ray or full-wave theory.WaveS’ although it is not terribly different from what Colosi

They hypothesized that forward scattering due to mternaiat al” have done. Section |l descr'lbes the parabollc_: equatpn
. . " . model. Near the source and receiver, sub-bottom interaction
gravity waves in addition to mesoscale structure is respon-. . .. . -
. ; . . : is significant, controlling convergence characteristics of the
sible for vertically scattering the acoustic energy a distance

of 1 km from the axis of the sound channel. Recent studiegarab()llc equation model over other environmental constitu-

: ; . ents, such as internal waves. To optimize code performance

by Colosi and Flafté and Colost of wave propagation T, ;
. . . I while still satisfying convergence, a variable depth and range
through internal wave fields provide additional credence to o
. . . step size is used. In Sec. IV the model results are presented
this hypothesis, but our studies reveal that the effect of ocean . .
. and compared with observed impulse response data. Com-
mesoscale structure is important as well. To test the hypoth-_". . . . ]
i . . . parisons are made using four different ocean environments:
esis, we resort to full-wave modeling, using a parabolic ap-

: . ) climatological average and measured mesoscale structure,
proximation to the one-way Helmholtz wave equati®t). 9 9

. : . : each with and without a realization of an internal wave field
Numerical simulations based on this model support the hy- : - . .
. . . . o superposed. The primary objective being established, Sec. V
pothesis that acoustic energy interacting with internal waves h . .
: describes a method for measuring the extent of vertical scat-

mesoscale structure, and the bottom are responsible for ver-

. . o : tering as a function of range. Finally, Sec. VI discusses the
tically scattering the late arriving axial energy by 1 km. - : .
. . : relevance of our findings in regard to tomographic measure-
Note that PE simulations at multi-megameter ranges

ments.
Before proceeding to the main development of the pa-
dpresent address: Department of Physics, Washington State Universitper, let us briefly outline the problem setting. The ocean to
Pullman, WA 99164-2814. . - . .
YAlso at: The Applied Research Laboratory, Pennsylvania State UniversityfIrSt or(_jer' aCtS, as a Wavegwde' in dgpth for a'.COUStIC pulse
University Park, PA 16802. Present address: Department of Earth and Ef[@nsmissions in deep ocean mid-latitude environments. In-

vironmental Science, University of Pennsylvania, Philadelphia, PA 19104homogeneities in the sound speed field due to oceanic pro-
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form the average, and the representative data we chose are
modeled result$see Fig. 4 using about 700 pulse-like sig-
nals transmitted and received on 29 November, 1983. Fur-
ther details regarding the processing of the data can be found
in Ref. 1.

Il. MODELS OF OCEAN SOUND SPEED

Four distinct sound speed fields are used for the simula-
tions presented in this paper, and they are designate@as:
climatology;(b) mesoscale(c) internal waves(d) mesoscale
and internal waves.

20 —— | N The climatology sound speed field is derived from a
180 190 200 210 220 230 240 historical database of salinity and temperature, and is repre-
°E sentative of the average profile which is horizontally smooth.
FIG. 1. Plan view of the Kaneohe source experiment. The source is located "€ Primary variation seen in this sound speed field is a
about five miles north of Kaneohe Bay, Oahu. The receiver near the coast ghoaling of the sound channel axis from the source to re-
Northern California, is one of many U.S. Navy SOSUS stations used toggjyer (Fig. 4 of Ref. 2. The mesoscale sound speed field

receive these transmissions. Circles indicate the positions of 56 station ; - .
where conductivity, temperature, and depth were measured with a CTD i ontains deterministic mesoscale structure derived from 56

July 1988 by the Naval Oceanographic Office. Adapted from Ref. 1. CTDs taken along the source-receiver geodesic in July
1988. We use the word mesoscale to denote sound speed

cesses such as mesoscale energetics and internal waves hpemogeneities whose horizontal scales range from 25 km

scales that are large compared to the acoustic WavelengtH) 00 km, and Wh'.Ch evolve on t'mf. scales of one”month.
he sound speed field denoted as “internal waves” repre-

They are weak in the sense that the deviation in the rm:I ; d d fluctuati f int |

scattering angle due to interaction with a “scatterer” relativeS€N'S Sound speed Tiuctuations irom interna Wave‘:s Super-
posed onto the climatology sound speed field. The “mesos-

present is small compared to unity. It is in this sense that w&ale andl mterna(; wavejf_ S]gun_?hif)eetzd :'.eld Lepretse_nf[s thel

refer to the problem as one aiultiple forward scattering mesoscale sound speed field with fluctuations due to interna
waves superposed.

To describe the ocean sound speed fields, we first define
|. KANEOHE EXPERIMENT a local Cartesian coordinate system for the vertical plane
. . . connecting the source and receiver along the geodesix Let
The Kaneohe experiment consists of an acoustic source

bottom-mounted off the coast of Kaneohe Bay, Oahu, and éﬁeasure the horizontal range in kilometers from the source,

set of U.S. Navy Sound Surveillance Systef80SUS and z measure the depth in meters positive downward from

spread out in the eastern North Pacific. The source, located 5 e ocean surface. The ocean surface is taken to be flat. The

21.51235°N, 202.228 48 °E, at a depth of 183ane meter  S0und speed fields) through(d) are computed on a discrete
. . . . ogrid (%,2z), i=1,..J max» J=1,.. max» Which is determined by
above the ocean floprtransmitted acoustic pulse-like sig- 10
S . the smallest internal wave scales.

nals at 133-Hz, 60-ms resolution intermittently over the
years 1983 to 1989. The receiver of interest in this study i
located off the coast of Northern Californ{ian the ocean
floor), at 40.0786 °N, 234.8880°E at a depth of 1433 m.  To compute the climatological sound speed field, salin-
Geographical locations are given in WGS%8onductivity, ity and temperature data are extracted from the Levitus
temperature, and depth were recorded using a CTD to deptmtabasé.Bilinear interpolation is then used to compute the
of about 2000 m at 56 stations along the geodéBig. 1).  temperature and salinity profiles at the range poitsi
Actual CTD depths are shown in Fig. 2. Travel times were=1,..i nax, at the standard Levitus depths. The range points
measured using clock accuracies of 1 ms. The bathymetry, are determined by;=(i —1)Ax, with Ax chosen to be
along the geodesic is illustrated in Fig. 3. Further details ofabout 312.5 m. This sets the shortest horizontal internal wave
the experiment are found elsewhére. scale to be about 625 m. Del Grosso’s fornittathen used

Interannual changes in travel time were measured to bto compute the sound speed at Levitus’ standard depths. Fi-
about+0.2 s. Rosshy waves linked to ENSO are the domi-nally, a quadratic spline is used to interpolate sound speeds
nant mechanism affecting the observed changes in traveinto discrete depthg . The discrete depths used are every 5
time throughout the six-year experiméntlost of the results m from the surface down to 500 m, every 20 m from 500 m
of the analyses here do not depend on this change in travéown to 3020 m, and every 50 m from 3020 m to the bottom
time because the primary interpretation is based on the difef the water column. This interpolation algorithm avoids dis-
ference in travel time between the stable multipath and theontinuities in the sound speed gradient at Levitus’ standard
late arriving energy. depthst®

To mitigate the stochastic effects on the received signa(#
due to internal waves and increase the signal-to-noise ratio,’ Mesoscale
daily incoherent averaging was performed. Anywhere from  The mesoscale structure is interpolated onto the same
70 to about 700 pulse-like signals per day were used to peilx;,z;) grid in a similar manne(Fig. 2). The CTD data are

A Climatology
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u FIG. 2. Sound speeds computed from
E the July 1988 CTD cruise minus sound
ul 1000— speeds computed from Levitus’ clima-
0 tology for the months May, June, and

July. Negative values indicate the
CTD section is colder and slower than
Levitus’ data. Contour intervals are 2
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panels, respectively. The dots indicate
where the data were taken from the
CTD. Adapted from Ref. 1.
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linearly interpolated in range onto the points. The same out as the description is elucidated. The basic premise is to
quadratic spline algorithm is then used to interpolate onto th@artition the gridded vertical planexi(,z)) into M overlap-
depthsz; . From the source out to 1700 km, the horizontal ping horizontal “sections.” The size of each section is about
resolution is about 225 km, and beyond this range to th@o km, and the extent of overlap is 10 km. Within each
receiver the horizontal resolution is about 112 km. section, the ocean is nearly horizontally stratified, so that the
buoyancy frequencyN(z;), inertial frequencyw;, and bot-
C. Internal waves tom depthz,, are all range independent. Bathymetry was
As mentioned above, the “internal waves” and “meso- measured to an accuracy of within 2% of the total de_pt_h from
scale and internal waves” sound speed fields involve supefl® Source out to about 130 km, and measured to within 50 m
posing the sound speed fluctuations due to internal wavever the last 100 km along the geodesic. Bathymetry was
onto either the climatology or mesoscale sound speed fiel@xtracted at 9-km intervals from ETOPBDetween these
Thus it is only necessary to describe how the sound speeio regions. The actual bottom depth used for each section is
fluctuations due to internal waves are modeled. range averaged from the measured and extracted bathymetry.
The method used to model internal waves is similar to  Internal waves which are based on the empirical spec-
what Colosiet al® have done. Differences will be pointed trum of Garrett and Mun¥*3are computed for each section.
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0 : : Fully three-dimensional internal wave fields in a local Car-
o L tesian coordinate system are constructed, but only the wave
field along the section is saved. The sections are then over-
lapped and smoothly patched together to form the total field
' oA - - ol of internal waves. The choice of using a three-dimensional
internal wave field representation instead of a two-
dimensional representation came from our inability to justify
an approximation used by Dozier and Tappérfhe ap-
“/\z\/\cﬁw% \ L =" proximation involves the internal wave eigenfunctions that
& ‘ ‘ - depend on the magnitude of horizontal wave number. They
20 - e se00 approximate these eigenfunctions by the eigenfunctions that
’ ! depend on the component of horizontal wave number paral-
% / I lel to the section. When both components of the horizontal
4‘__/_//( - wave number are of the same order, and they are each small
enough that the spectral weighting is significant, this ap-
3600 3640 RANGE (km) 3680 a720 prOXimation breaks down.
The method used to generate each section of internal
FIG. 3. Bathymetry(thick solid and sediment-basement interfattiin waves, and the method by which sections are patched to-

solid) along Kaneohe geodesic for three different simulation domédi)s: gether is described in Appendix A. HC(Xi ,ZJ-) denotes the

near source bottom-limited?2) deep ocean waveguid€3) near receiver . . .
bottom-limited. The bathymetry was filtered using a 1-km horizontal Iengthvert'cal plane of gridded sound speed fluctuations due to

DEPTH (km)

scale, and was extracted from the ETOPOS datatReé 11). internal waves, the total sound speed fields are expressed as
TIME FRONTS IMPULSE RESPONSE
0
6
; 1 i cD
l(;"ma:o_ ] \ I 138 s B "
ogical | o
2 : ‘ : ‘ : : : — 0
108
0 —
i ¢ | — 6
- [
L | j m -
—_ 1 B — 2 =
g 5 ABCD | a E
3 =
= 0 =
A | 6 <
&temal 3 | AB CD — 4
- ] _ WWWW 2
2 - ‘ - : : : : 0
0 1 L 1 _
. ! B p - 6
Mesoscale : C [ 2
& Internal 17 ; - A I
Waves . 3 3 5
ABCD i
2 T T T i I I I 0
2502 2504 2506 2508 2502 2504 2506 2508

TRAVEL TIME (s)

FIG. 4. Composite wavefrontgray scale with 30-dB dynamic rangand impulse response functions at the receiver range for the different modeling
environments used. The computed impulse response fundtioinssolid curves—right columnare plotted on an arbitrary scale. The Kaneohe ¢saéd

lines), taken 29 November, 1983, have been incoherently averaged. The importance of scattering due to ocean structure is clearly visible in the lower two
panels. The amplitudes of the data were scaled by comparison to the amplitudes of the modeled output arrivals A—D computed by propagation through the
climatological sound speed field. Finally, the scaled data were translated along the time axis to give the optimal fit to the arrivals A—D. Notentia¢ horiz

line in the left panels is at the hydrophone depth for the impulse response functions shown in the right panels.
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FIG. 5. Power spectral density of vertical displacement of internal waves as ) ) o
a function of horizontal wave number. The thin solid curve is the theoreticalF|G- 7. Horizontal correlation length scale. The thick line is constructed
estimate given b)zfglpg(k’j) from Eq. (A9), and the thick solid curve is using a single three-dimensional 880 km realization of a vertical dis-
the spectrum calculated from a single realization of a two-dimensional horiPlacement field, centered at 31.1258 °N and 215.7255 °E, using a discretized
zontal field 80<80 km in extent, centered at 31.1258 °N, 215.7255 °E, or form of Eq.(B12) for a=0 and«/2 radians, then taking the average of the

about 1715 km from the Kaneohe source along the section in Fig. 1. results from these two angles. The theoretical expressionB§), is used
to produce the thin solid line.

c(Xi,z))=c(x;,z)) + 6c(xX; ,Z)), (D pe expected above and below the turning depths. For the
where ¢(x;,z;) is either the climatological or mesoscale realization used, most of the modes have turning depths
sound speed field. above 3000 m, and below this depth the zero displacement

Various tests assist in validating our internal waveboundary condition is seen to dominate. The same explana-

model. Figure 5 illustrates good agreement between simuldion applies near the surface, except that the upper turning
tion and theonEq. (A9)] for the power spectral density of depth is so close to the surface on the depth scale shown that
vertical displacement as a function of horizontal wave numihe zero displacement boundary condition and turning depth
ber at a depth of 490 m. The standard deviation of verticaflependence nearly coincide.

displacement, computed at all depths from a single realiza- The horizontal correlation length scale is also computed,
tion, follows the expected theoretical valugs accordance and a formula for this scale is derived in Appendix B 2.
with Eq. (B7)], except near the surface and bott¢fig. 6). Figure 7 illustrates a reasonable fit between this formula and
Because the WKB approximation inherent in the GM spec2 single three-dimensional realization of an internal wave
trum is only applicable in the interior of the turning depthsfie|d- The high amount of variance shown in the simulation is

for the internal disp'acement modesi agreement should n&ttributed to the fact that the horizontal extent of the realiza-
tion is only 80 km, less than eight times the internal wave

length scale of0(10) km. Smaller variance is expected for
larger section sizes, but 80 km appeared to be the appropriate
size; small enough to satisfy the slowly varying assumption

1 for the range dependence «f; ,z;) required by our model,
and large enough to simulate acoustically relevant horizontal
] scales of internal gravity wavés The qualitative aspects of

a single section of sound speed fluctuations are seen in Fig.
8.

1000

2000

This completes the description of how the ocean sound
speed fieldga) through(d) are computed. The next section
describes the model which simulates acoustic propagation
through these four environments.

DEPTH (m)
)
<)
S
S

4000

5000 Simulation B

lll. FULL-WAVE MODELING

0 10 20 30 40 50 60 70 . . . . .
STANDARD DEVIATION OF VERTICAL DISPLACEMENT (m) For simulating two-dimensional full-wave acoustic

propagation over long rang€s1000 km in weakly range

6000

FIG. 6. Standard deviation of the internal wave’s vertical displacement a : “« :
a function of depth. The thin curve i) ?=[ fdkS,F (k.j)]'2 Yependent waveguides, models based on “the parabolic

1 1 H 17
=[b%EyNy /(2N(2))]¥2 from Eq. (B7). The thick curve is(¢?)*? calcu- ?quatlorl method'{PE) ".’“e often desirabl€’ the that by
lated from a single three-dimensional realization of a vertical displacement Wea'kly the pmblem IS assumed'to be deSC”b'able by the
field, centered at 31.1258 °N, 215.7255 °E. physics of multiple forward scattering, as stated in the Intro-
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8 averaging also broadens these arrivals due to the “washing
out” of the wavefront time wandering effect from the pas-
a sage of internal gravity wavésTo simulate this broadening
of the data, a running average is performed recursively on
! the impulse response function. lift,)) denotes the square
modulus of the complex envelope of acoustic pressure at the
discrete timet,,, then the averaging technique employed can
be expressed as

I(tn):lel(tn—l)+%I(tn)+%l(tn+1)- (2

The sampling interval was chosen to he-t, ;=16 ms.
Running this filter recursively for four iterations suffices to
1660 1680 1700 1720 1740 1760 ) broaden the stable arrivals so as to agree with the widths of
FANGE (km) the measured stable arrivals, which are about 108 ms.
FIG. 8. Arealization of a vertical section of sound speed perturbations from

internal waves. The value d@, for this simulation is 4205 m. This field B.M ;
. i X . Model input parameters
incorporates 50 vertical modes and 128 horizontal wave numbers. The ver- putp

tical lines indicate the horizontal extent of the secnjeﬁ km) and extent of Some of the more relevant environmental parameters re-
oxerlap(lo km) as described in Appendix A 2. Only the upper 1640 m are quired by the PE model include the computational deth
snown. number of depth pointdl, and range stedr. The methods

for determining bothN and dr are described in Appendix
duction. This desirability is primarily due to the fact that C1. The computational depth chosen is 8000 m, large
numerical algorithms to solve the wave equation in paraboli@nough to allow accurate modeling of sub-bottom interac-
form are vastly more efficient than numerical algorithmstions, but small enough to minimize computational time.
which solve the Helmholtz wave equation directlg.g., The shallow bathymetry near the source and receiver
coupled modes Further efficiency is obtained by invoking allows for significant sub-bottom interaction. For this reason,
the split-step Fourier algorithif.Most parabolic approxima- it is particularly important to model the sub-bottom reason-
tions that implement the split-step algorithm have solutionsably well. The PE model used allows for a single sediment
that depend on a reference sound spegdor are limited to  |ayer, modeled as a fluid, with linear sound speed gradient
handling acoustic energy confined to small grazing angleand constant density. Relevant input parameters concerned
(<15°). These models have phase errors that accumulaigith sub-bottom interaction of acoustic energy include
with range, effectively distorting the wavefront and thussediment thickness2) sediment density(3) sound speed
yielding errors in the relative and absolute travel tire®ur ratio at the water—sediment interfa¢d) gradient of sound
full-wave simulations of the Kaneohe experiment require anspeed in the sediment, and tt® coefficient of volume at-
algorithm that is insensitive to the reference sound speed angnuation in the sediment.
allows for grazing angles up to 90°. The reasoning is the  Because the receiver is at 1433 m depth on a continental
following: The stable early arrivals A-see Sec. IYhave  rise, some of the acoustic energy contributing to the acoustic
travel times that are about 0.4 s later than either what fullmultipaths penetrates into the sub-bottom. The steeper
wave or ray trace models predict. This discrepancy is prob¢>10°), early arriving energy penetrates deeper into the sub-
ably due to climatic temperature changes in the North Pacifigottom than the later energy, which is in general less steep
ocean which stem from westward propagating Rossby waves<3°). The question arises as to how to select the sediment
linked to El Nifo and the Southern OscillatidnBecause parameters for this situation when only a single sediment
these early arrivals are the only stable data, they are used gg/er is modeled. Our solution involves forming a composite
an anchor for lining up the simulation results and data on avavefront from different simulations that use optimal geoa-
single time scale. The travel time of the late arriving energy coustic parameters for energy with both steep and shallow
which is attributed to vertical scattering, must then be meagrazing anglegrefer to Appendix C 2 for details
sured as accurately as possible relative to the early stable The acoustic propagation model and ocean environ-
arrivals. This dictates that errors in travel times due to senments having been described, the next section will discuss
sitivities to grazing angle and/or reference sound speed bgnd interpret the results of the simulations, as they relate to
minimal. Thus a PE model is used which yields travel timesthe data.

within a few milliseconds accuracy for all the contributing
: 19,20
multipaths. IV. MODEL RESULTS AND COMPARISON WITH DATA

A. Pulse synthesis

DEPTH (m)

Two-dimensional full-wave simulations were performed
The method used to synthesize wavefronts and impulsthrough the four sound speed fields described in Sec. Il. The

response functions is described in Sec. IV of Tapperl?®  two-dimensional approximation is valid in this case because

This method would suffice for comparison with impulse re-a three-dimensional calculation would change the travel time

sponse data for a single pulse transmission, but as mention&éy O(1) ms(Sec. IV of Ref. J. The synthesized wavefronts

in Sec. |, the data have been incoherently averaged overand impulse response functions at the receiver depth are

day? Besides enhancing the stable arrivals, daily incoherenshown in Fig. 4. The horizontal line in the left panels of Fig.
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4 indicate the receiver depth, so that the impulse responses in
the right panels are representative of “cuts” of the wave-
fronts at this depth. The daily incoherently averaged impulse
response data, taken 29 November 1983, are superposed for
qualitative comparison. The results of the simulations are
now presented in the order that they are presented in Fig. 4.

DEPTH (m)

A. Climatology

The modeled wavefront in the top panel of Fig. 4 comes
from propagation through a climatological sound speed field.

This sound speed field is constructed using Levitus data col- 0

lected over the months of May, June, and July. The weak 100}

range dependence in the environment is revealed in the tail 200r

of the wavefront, where distinct modes are evident. Taking soof

into consideration the results from ray tracthghe ampli- g

tudes of arrivals A-D are seen to be primarily due to acous- :zz I
tic energy that is initiated in large positive vertical wave o ||
numbers. This energy initially is surface reflected, then bot- 800

tom reflected off the Kaneohe slope, and is finally bottom 900

reflected near the receivérefer to Fig. 9 of Ref. 2 In the 1000} .
geometric ray representation, the initial launch angle corre- RANGE (km)

(] N .
sponds to about 15° Positive launch angles and grazing FIG. 9. Path(thin solid line for the most axial ray through the climatology

angles are defined to be positive upward in the directionsound speed field. The upper panel shows the path near the source, and the
toward the receiver. lower panel shows the entire path. Bathymetry is shown as a thick solid line

Inspection of the modeled impulse response reveal§n the top panel.
small humps on the right of arrivals A and C. These appear
to be remnants of the corresponding negative launch angles
near—15°, but they are attenlzated gue t% strong bottom ?n— oT1 =0Tyt 0T &)
teraction near the source. These humps are likely due tSimulations performed using a ray trace codveal that the
acoustic energy that is initially bottom reflected, then surfaceéay with a launch angle of 19.154 degrees has a travel time
refracted, and finally bottom reflected near the receiver. Tgequal to the cutoff time for the wavefront associated with the
confirm this, a simulation is performed using the same sounglimatological environment. This ray’s path, shown in Fig. 9,
speed field, but with the sound speed ratio at the water4s used to calculate the linear contribution as
sediment interface along the Kaneohe slope set to 1.03, in- s5c(s)
stead of the previous value of 1.02. This gives a critical angle ~ §T,=— f ~—ds, (4)
of about 16° instead of the previous value of 11.4°, so that o Co

the —15° grazing energy reflects off the bottom, effectively wherel', is the path through the climatological sound speed
bringing up the hump adjacent to arrival (Aot shown. field, co(s) and 5c(s) represents the sound speed perturba-
tion due to the mesoscale structure, asds an increment of
I'o.222We get

The wavefront computed from propagation through me- 6T,=—-0.17s. ®

soscale structure indicates strong stability for arrivals A—DThe total travel time change is computed directly from the

(second panel of Fig.)4Notice also that the envelope of this full-wave simulations. The cutoff time for propagation

wavefront has a markedly different shape as compared tghrough the climatological environment i§,=2507.17 s

that for the pulse propagated through the climatologicalwavefront in first panel of Fig. 4 and the cutoff time for

sound speed field. Especially significant is the time extensiopropagation through the mesoscale environmentTis

of almost 1/2 s in the tail of the wavefront, as compared with=2507.61 siwavefront in second panel of Fig),4s0 that

the wavefront computed by propagation through the clima- .

tology sound speed fieldipper panel of Fig. % oT1=T,=To=+0.44s. ©®
In geometric acoustics, the travel time change for aThen

single ray that has evolved through unperturbed and per- STei = +0.61s @)

turbed ocean environments can be decomposed into linear NL ' '

and nonlinear componert$? Here, the climatological and This leads us to conclude that the total travel time difference

mesoscale sound speed fields are considered to be the respseen in the tail of these wavefronts is due primarily to a

tive unperturbed and perturbed environments. Deddteas  nonlinear change in travel time. The nonlinear change is an

the total change in travel time, andil, and 6Ty, as the order of magnitude greater than what other simulations re-

respective linear and nonlinear components of the change iport at ranges of about 3000 km for steep enéfgyhis is

travel time. Then intriguing, especially since the observed mesoscale structure

B. Mesoscale
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TABLE |. Modeled travel times to the nearest 10 ms for peaks A through D through the indicated ocean
environments. The travel times from a ray trace model through the mesoscale environment are indicated for
comparison(Ref. 1). The climatological average environment is from the spring season of Levitus, and the
mesoscale environment is derived from a July 1988 CTD survey.

Peak travel timegs)

Ocean environment Model A B C D
Climatological PE 2503.70 2504.06 2504.38 2504.67
Mesoscale PE 2503.74 2504.07 2504.45 2504.65
ray 2503.75 2504.09 2504.41 2504.68
Internal waves PE 2503.74 2504.09 2504.37 2504.66
Mesoscale and internal waves PE 2503.67 2504.03 2504.38 2504.66
is weak, i.e.,5C,me=0.6m/s. The nonlinear term is only The lower two panels of Fig. 4 indicate that the positive

computed for a single realization of mesoscale structure. Iponlinear change in travel time due to the observed mesos-
one investigates the month-to-month data and measures ti§@le structure swamps any travel time bias induced from in-
time between the multipath arrival A and the latest arrivingternal waves. According to Dashenal.,* the internal wave
acoustic energy, it is seen that the cutoff times are not serinduced bias should be proportional to the logarithm of the
sitive to changes in the mesoscale structure. For exampl@coustic frequency times the square of the propagation range
Fig. 3 of Ref. 2 illustrates the cutoff times for data recordedtimes the strength of the internal waves. Results reported
over consecutive days in 1983 and one day in 1987. Thi§om Colosiet al. (refer to Table IV of Ref. pat 1000-km
supports the interpretation that the nonlinear component dfnge, using twice the nominal GM internal wave strength
the total travel time change is a bias. However, it must beand an acoustic center frequency of 250 Hz, indicate an in-
recognized that the impulse response data were recorded at&nal wave induced bias in the tail of the wavefront-ot
depth well below the axis of the sound channel. It is notms. Extrapolating these results to our simulations, one ex-
certain how the month-to-month cutoff time variability at a pects an internal wave induced bias of abe@4 ms. This is
depth of 1433 m correlates with the cutoff time variability at indeed much smaller than the total travel time change of 440
the axis deptiwhich is about 600 m at the receiver rapge mMS due to the mesoscale structure. Notice also that the cutoff
This adds some uncertainty to our interpretation. time is extended by an additional 1/4 s in the impulse re-
This interpretation of travel time bias has been investi-sponse that is derived from propagation through an environ-
gated for steeper ray paths at ranges up to 3008%kmhere  ment composed of mesoscale structure superposed with in-
it was first shown that the magnitude of the bias is insensitivéernal waves(lowest panel of Fig. # as compared with
to the location of the eddies. The bias was shown to hav@ropagation through an environment composed of a climato-
either a plus or minus sign, and had magnitudes of up tdogical sound speed field superposed with internal waves
about 50 ms, much less than what we observe for the lateéthird panel of Fig. 4.

arrivals. All the impulse response curves in Fig. 4 show that ab-
solute travel times of arrivals A—D are similar, within about
C. Internal waves 40 ms in all simulationgTable |). Simulations performed

The two | Is of Fig. 4 illustrate th front using different realizations of internal wave fields yielded
€ two lower panels of ig. 4 fllustraté the wavelronts ; ;- results(not shown. Arrivals A—D changed their

associated with pulse propagation through internal waves SUravel time by less than 10 ms, although their amplitudes

perposed with the climatology and mesoscale environment%aried by as much as 50%. This corroborates the observation

NOt'Ce that the accordlon_hke behgwor of the _early PO that steep energy is less affected by sound speed fluctuations
tion of the wavefronts that is so readily apparent in the UpPefan energy with shallow grazing angfes
panels is still observed in the lower panels. The lower caus- '

tics of this accordion contribute to the arrivals A-D, as seen
in the adjacent impulse response curves. So, it can be CORy VERTICAL SCATTERING
cluded that internal waves of nominal strength do not destroy

the inherent stability in arrivals A—Disee Table )l Of When the horizontal stratification of the ocean wave-
course, that is to be expected, since this stability is noticed iiguide is broken by weak volume inhomogeneities, due to, for
the data. example, internal waves, an acoustic pulse undergoes mul-

The next detail to observe is the strong vertical scattertiple forward scattering. A consequence of this is the spread-
ing in the tail portion of the wavefronts in the lower two ing in depth of acoustic energy, which we refer to as vertical
panels. Internal waves of nominal strength are seen to be scattering. Recently, an “outer intensity envelope” of the
likely candidate for contributing to the vertical scattering thewavefront has been used to illustrate the extent of vertical
axial energy over one kilometer in extent. The final cutoff inscattering due to propagation through volume inhomogene-
the impulse response curvéight lower panels of Fig. is ities, such as internal wavég his intensity envelope is con-
seen to better match the data, as compared to the wavefrorggucted from a wavefront of acoustic transmission loss by
resulting from propagation through an environment withoutinterpolating the minimum and maximum depth where the
internal waves. transmission loss assumes a predefined cutoff value. This is
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% ' ' : ' ’ ' ' spreading is slightly less than, but proportional to, spherical.
The transmission loss due to absorption for sub-kilohertz fre-
100 3 quencies is predominantly due to boric acid relaxation, and is
linear with ranggthe absorption coefficient is about 1.2 dB/
1000 km, see Refs. 2, 26The cutoff value chosen to con-
struct the envelopes for the wavefronts is 10 dB greater than

o

£
;120 | the transmission loss due to spreading and absorgEan
g 10).
= ° The tails of the outer envelopes are shown in Fig. 11 at
1 ¢ R I 500-km intervals, starting at 1000 km. The environments
o . used for these simulations are the climatological sound speed
1404 °o 5 I field and a structured ocean consisting of internal waves su-

perposed with the mesoscale sound speed field. Two obser-
150 . . , . . ; , vations are worth mentioningl) The envelopes shoal to-
o 500 1000 1500 2000 2500 3000 3500 4000 . .
RANGE (km) ward the surface with range, following the trend of the sound
6. 10, T sion | function of . i g channel(Fig. 4 of Ref. 1; (2) The extent of vertical scatter-
. . Iransmission 10Ss as a tunction of range 1or geometric spreadin . H
(thin solid), geometric spreading plus absorpti@hick solid), and the in- 9ng is seen to markedly increase beyond the range of 2000

tensity cutoff valuegcircles used for computing the outer intensity enve- KM.
lopes of Fig. 11.

VI. DISCUSSION
done throughout the time domain of the wavefront, which
depends on the dynamic range of intensity choseriori.
Comparing the envelopes constructed from simulations wit
and without internal waves gives a measure of the extent otF
vertical scattering. Here, we take this idea one step further,
inquiring how the extent of vertical scattering changes as a
function of range.

The measure of vertical scattering as a function of range 1 1
depends on the dynamic range and reference level of inten
sity chosen. It is also dependent on which portion of the
pulse is chosen. This paper is primarily interested in the ver-
tical scattering of the late arriving “axial” acoustic energy.
Other parameters affecting the measure of vertical scatterin€
may include the source bandwidth and center frequencyg AANGE < 2500 kim FANGE = 3000 ki ANGE = 3500 ki
pulse length, and integration time. To clarify the relevant® ° :
issues, the following thought-experiment is posed: The same
Kaneohe experiment is performed, but instead of the single
hydrophone, vertical arrays of hydrophones are arrangec
along the geodesic every 500 km in range. Signal enhance
ment is performed via incoherent averaging, just as describet s s
by SpieSberger and Tappéﬂ:f the ocean structure COU|d be 1687.5 1688 1688.5 1680 1680.5 2026 20265 2027 2027.5 2028 2364.5 2365 23655 2366
turned off and on, what would be the amount of vertical TIME (5)
scattering measured due to ocean structure at the range «
each vertical array? 0

If the acoustic energy is contained within the waveguide
(i.e., bottom interactions are assumed negligiktleen, in an
adiabatic environment, the total transmission loss at any fielc
point is due solely to spreading loss and volume absorption
Sound interacts with the bottom near the source and receivel
but away from these regions, bottom interactions are negli- s
gible. In a nonadiabatic environment, the principal additional g
mechanism that affects transmission loss is multiple forward TIME (5)

scattering.
9 | f diabati id . h FIG. 11. Outer intensity envelopes of wavefronts at various ranges along the
As usual for adiabatic waveguide environments, theeciion indicated in Fig. 1. The thin solid curves represent the outer intensity

spreading is assumed spherical out to a range of about 5 krepvelopes derived from propagation through the climatological environ-
then cylindrical beyona?’ Taking into account the linear ment, and the thick solid curves represent the outer intensity envelopes

; ; (JIIE derived from propagation through an environment composed of mesoscale
grOWth of the number of arrivals at any partlcular de with a realization of internal waves superposed. Only the final 1.5-1.75 s of

assume a QrOWth rate of 0.02 arrivals per ﬁnr an average tne tail are shown at the indicated ranges, each in a 2-s window. The thick
ray loop distance of 50 kjn the transmission loss due to dashed line in the last panel indicates the bottom depth at the receiver range.

Full-wave simulations using a parabolic equation model
Hﬂemonstrate that internal waves, eddies, and bottom charac-
ristics can account for the strong vertical scattering ob-

RANGE = 1000 km RANGE = 1500 km RANGE = 2000 km

3 3

674 6745 675 6755 676 1011.5 1012 10125 1013 1013. 13495 1350 13505 1351 13515

@

Range = 3709 km

DEPTH (km)
o
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served for acoustic pulse-like signals of 133-Hz, 60-ms reso- Jc(z)

lution at the range of 3709.21 km. The internal wave model ~ 9¢(X,z,t)= —( 2 ) {(%,z,t), (A1)

is range dependent and fully three dimensional, based on the pot

internal wave spectrum of Garrett and Multk3 The effects

of internal waves, mesoscale structure, and bottom intera

tions are adequate to explain the Kaneohe data. , . o :
In our simulations, we strived to avoid “tuning” the tion. The potential sound speed gradient is defined as

model to fit the data. The sub-bottom and bathymetry near

the source and receiver need to be modeled reasonably well

to account for the relative differences in amplitudes seen in

Jc Jc Jc A9
9z pot_ gz| \dz] ' (A2)
the data, but as one would expect, arrival times were not

sensitive to how the sub-bottom is modeled. However, thevhere the second term on the right-hand side is the adiabatic
simulations performed did not include the effects of roughsound speed gradient. In the ocean, the adiabatic sound speed

bottom scattering near the source. It is not known to whagradient is expressed in terms of temperatiiygressurep,
extent the final cutoff time seen in the impulse response datand salinity,S, as

is sensitive to bathymetric features with range scales below

one kilometer. Thus our results regarding scattering are con-

sistent with the data, but the scattering of sound from a rough (‘?_ﬂ _ (‘9_6) (f) +(§> (ﬂ) (A3)
bottom has not been explored in a quantitative manner. iz P\ az) ~\dT)\ iz a’

It seems that the actual effects of the rough bottom would

be suppressed because sound does not actually travel alopgere the second term on the right-hand side is negligible.
thin rays. Instead, sound propagates within eigentitbes Both jc79z and dcldP are calculated using Levitus’ data-
whose broader scales would insonify larger swaths of thgase and Del Grosso’s sound speed forfidlainear inter-

bottom. polation is used to provide the potential sound speed gradient
Oceanic mesoscale structure significantly extend the cutyt any depth of interest.

off in the tail of the wavefront, and it was demonstrated that  The field of vertical displacements due to internal waves
this wavefront tail extension is attributed to a nonlinearjs described statistically as a sum over internal wave vertical
change in travel time. The observations are consistent with gisplacements modaa/(j,k,z),*® wherej is the mode num-
bias interpretation for this nonlinear component of travelper index andk is the magnitude of the horizontal wave

time change, and this effect will have to be taken into acumber vector. The vertical modes and corresponding eigen-
count if these data are used in tomographic inversions. Thgequencies, w(j,k), satisfy the Sturm—Liouville

stable arrivals A—D, however, are insignificantly affected inproplent’-?8
regards to travel timgsee Table | and Fig.)4 This is in
agreement with the relatively small big®(50) mg reported

a/yhere ©c(2)/9z) pot is the climatologically averaged poten-

tial sound speed gradient computed at the middle of a sec-

for steep, early arrivals at ranges of 3000 ¥This supports d’W [N*(2) - w? K2W=0 (Ad)
previous evidence that arrivals A—D are useful for measuring ~ dz° w’— w? ’
temperaturé:>’

with boundary conditions
ACKNOWLEDGMENTS W(z=0)=W(z=2ys) =0, (A5)
This research was supported by the Office of Naval Re-
search, Grant No. N00014-95-1-0755. We express thanks wherez, is the range averaged ocean bottom depi{r)
Dr. Fred Tappert and Dr. Diana McCammon for fruitful con- the buoyancy frequency, ang; the inertial frequency, all
sultations. determined at the center of a section. The eigenfunctions are
orthonormal over their natural Weightirigz(z)—wiz. The

buoyancy profile is determined from
APPENDIX A: MODEL FOR SIMULATING INTERNAL

WAVE FIELDS

2
This Appendix provides a detailed prescription as to N2(z)=—gp La,p—

how the sound speed fluctuations due to internal waves are c(2)*’
numerically generated.

(AB)

whereg is gravity, andp is the density of sea-water, which is
computed according to Fofondf.

Let / denote the vertical displacement of a water parcel  Lety be the horizontal spatial coordinate perpendicular
due to small amplitude internal waves, with positigindi-  to x, and letk; andk, be the respective andy components
cating downward displacement. Recall that the deptls  of the horizontal wave number vector; i.&k= \/k21+ k22.
defined as positive downward, wit+ 0 at the surface. Then Then, without any further approximations, a three-
the contribution to the total sound speed field due to internatlimensional, time dependent field of vertical displacements
waves is due to small amplitude internal wave motions is described by

1. Simulating a single section
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Z(x,y,z,t)=D‘1Re’ f_w dklj_m dk,Q(ky,Kp,2,t)

xexpl(iklx)exp(ikzy)], (A7)
where
Qlky ke, 2.)=(2mk) 12 VFAKDIAG ki ko)
+iB(j,kq,ko) JW(j,k,z)exd i w(],k)t].
(A8)

Sir?

x—m(X—Xp))w }
Xp 2|

if m(X—Xp)s=xs=m(X—Xp)+X,.
0; otherwise.

Sm+1(X)=

(A14)

The results reported here uXe- 80 km andX,= 10 km. Af-
ter the sections of sound speed fluctuations are patched to-
gether, the total sound speed field is computed from(Eq.

APPENDIX B: DERIVATIONS OF USEFUL FORMULAS

This Appendix provides derivations of formulas used for

ChoosingA(j,k;,kz) andB(j,ky,k;) as independent Gauss- simulating internal wave sound speed fluctuations and veri-

lan random numbers with zero mean and unit variance, thgjing that the simulations follow the chosen theoretical
field of vertical displacements will then be a Gaussian ranmodel.

dom process with zero mean and variance given by the
power spectrunt,(k,j). This spectrum is taken to be con- 1. perivation of power spectrum of vertical

sistent with the empirical spectrum of Garrett and Mdhk
given by

8 k%
Fokj)= 22 s (A9)

7 (K+kH)? j2+j3

wherek;=jmw;/(Ngb), Ng=3 cph,{,=7.3m,j, =3. The

parameteb is the buoyancy scale depth in km. The normal-

ization constan® in Eq. (A7) is set according to
D2=(27k) 1> f dKF (K, )W2(j K, Ze), (AL
]

where z,. is the depth wheréN(z,.) =Ng. Thus the field

will be insured to statistically have the correct variance at

every depth. The derivation of EGA9) is provided in Ap-

pendix B 1. The two-dimensional field along the geodesic is

then simply

{(x,2,)=2(x,y=0z1). (A11)

displacement

The vertical displacement spectrum, E#9), follows
directly from the Garrett and Munk form expounded on page
285, Eq. 9.19 of Ref. 30. It is expressed in terms of fre-
quency and vertical mode number as

f(w,)) =b 0 wZ_f‘)Em,n, B1)
N 1)

where the energy densif(w,j) is

E(w,j)=EoB(w)H(j), (B2)
;i
(w):;m, (B3)
DT

H(JFw- (B4)

The dimensionless internal wave energy paraméteis set
to 6.3x 10" °, andb is the buoyancy scale depth. The vertical

The sound Speed fluctuations for a section are Computed ae'i'splacement Spectrum as a function of magnitude of hori-

cording to Eq.(A1).

2. Section patching

Let the subscriptm denote themth section of sound
speed fluctuations, as ific,,(x,z,t). Also, denote the hori-

zontal extent of each section b§and the extent of overlap
for adjacent sections b¥,. The sound speed fluctuation
values inside the patching region are computed according to

5C(X,Z,t) = Sm(x) 6Cm(X,Z,t) + Sm+ 1(X) 5Cm+ 1(X|Z!t)l
(A12)

where

X=m(X—=Xp) |7
cos (—xp H

it m(X—X,)s=x=m(X—Xp)+X,,
0; otherwise,

Sm(x)=

(A13)
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zontal wave number vector and vertical mode number is

) - do
Fik) =T o=w(k),)) (B5)

where the Jacobian of transformatiaip/dk, is obtained
from the WKB relationw =[ (Nob/j 7)2k?+ w?]*2:%°

d(l) ( Nob> 2 k

T . 2 172°
S

jm |

. (B6)
jm

Substituting this expression into EdB5), defining k;
=jmw;INgb, yields

4 b?NyE,

Fok)=— 2N(2) H())

k?K;
(K*+kf)?
Defining {4=hb?Ey/2 to be the reference vertical displace-

ment at the deptlz=z, whereN(z) =Ny eliminates the
vertical displacement spectrum’s dependence on depth, giv-

ing

(B7)
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TIME FRONT Geoacoustic IMPULSE RESPONSE
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FIG. C1. Wavefronts and associated impulse response functions at the receiver range for the Levitus environment using bottom parametero#wat were ch

to model: (1) the early arriving, steep penetrating enetgpper panel (2) the late, shallow penetrating energpiddle panel. The lower panel shows the

composite wavefront and impulse response function constructed by smoothly joining the amplitude of the wavefront after it was Pascal filtexexv@r rang

all depths on the PE depth mesh. The smoothing was done using one quarter cycle of a cosine squared window applied over the 2-s record bounded by the
vertical long, dash-dotted lines. The short, dash-dotted lines indicate the time where the two different wavefronts were joined. The wav&fmisieiag

a gray scale with 30-dB dynamic range and the impulse response functions are shown with an arbitrary amplitude scale. Note the horizontal fine in the le
panels is at the hydrophone depth for the impulse response functions shown in the right panels.

F(K,j 4 2 H(j kaj B8 C(x"y’ Z)—foo dk f” dky(|Q(kq,k ZO)|2>
i 11)—;§ref (J)m- (B8) Y dk [ dk 1.K2,2,
Equation(A9) is obtained by applying the Poisson summa- xXexdi(kyx" +kay')]. (B10)

tion formula to the normalization dfl(j). Equation(B9) is the two-dimensional form of the Wiener—

Kinchine theorent! Since the random variablea(j,k; ,k»)
and B(j,kq,ky), are uncorrelated for different vertical
2. Derivation of horizontal length scale modes,j,

Starting from Eq.(A7), without loss of generality, set
=0, and instead of taking the real part of a complex random  {|Q(ky,kz,2,0)|2) =, WA(j,k,2)F /(k,j). (B1))
process, choose the random variables such @@tk :

—K2,2,0)=Q*(ky,kz,2,0). Then, since for each depth the The horizontal integral scale length is defined as
process( is spatially homogeneous, aside from the normal-

ization constantD, the autocorrelation function is related to N Jo drC(r cosa,r sina,z)
the power spectral density d(k,,k»,z,0) by a Fourier H(Z)= C(0,02) ' (B12)
transform,

where K’,y’)=(r cosa,r sina), a representing the angle

2 . . . . .
N S (R makes with thex-axis3? Substituting Eq.(B11) into Eq.
(1Q(ky k2,2 0)[%) = E) f,xdx f,xdy Cixy'2) (B10), converting the denominator of E(B12) to polar co-
_ ordinates, and using the fact th4Q(k, ,k,,2,0)|?) is an
Xext —i(kix' +kpy")], (B9 even function ok, andk,, we obtain
where C(x',y',2) =({(x,y,z,0){(x+x",y+y’,z,0)) is the FEdKK 1S WA(j K, 2)F (] k)
autocorrelation functiorithe angled brackets denote the en- L (z)= Ll S (B13
semble average operalofhe inverse relation to this gives JodKE W2 (), k,2)F (), k)
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TABLE CI. Range step and number of depth points used in PE simulation§ ABLE CIl. Geoacoustic parameters used for generating composite time
for the three regions delineated in Fig. 2. fronts. The parameter denotes the ratio of sound speed at the bottom of the
water to that at the top of the sediment.

Region 1 2 3
o ps (kg/nr) a (dB/km/kHz2)

Range(km) 0-200 200-3600 3600-3709.21

N 2048 1024 2048 A-D 1.020 1.8 0.02

dr (m) 25 100 25 Tail 1.002 15 0.02
APPENDIX C: SYNTHESIS OF ACOUSTIC WAVE receiver depth reveal that the impulse responses in the right
FIELDS panels are “cuts” of the wavefront at this depth.
1. Convergence Using the NGDC databas?,t was determined that the

This Appendix describes the method used to insure Con§ub-bottom near the receiver is composed predominantly of a

vergence of the PE simulation. Additionally, it explains our 200-m layer of ooze and silt. Near the water—sediment inter-

hybrid method used to synthesize wavefronts when realistig:ace’ the depsﬂy expected t_o b4e 32ear L5 Qlcmnth a spund
, . o ™" $peed gradient close to 1'5**® The ratio of sediment
modeling of acoustic propagation in the sub-bottom is re- .
. - ; . sound speed to water sound speed at the water—sediment
quired within the constraint of using a PE model. Both of: : S o .
. . interface is about 1.002, yielding a critical grazing angle of
these methods were developed with the primary goal of re; ., SN
o . L . 3.6° (Diana McCammon, personal communicajiofhe at-
taining numerical efficiency as much as possible.

. . : . tenuation coefficient of 0.02 dB/m/kHz is appropriate for this
The ocean environment is separated into three regions; : .
. ) . . Type of sediment and acoustic frequerity.
(1) a downslope region covering the first 200 km in range; - . : .
The late arriving, small grazing angle energy in the tail

(2) a deep, waveguide region extending from 200 km to 3600 L2 . . L
km in range:(3) an upslope region extending from 3600 km of the pulse only significantly interacts with a small region in

depth into the sediment; it is refracted up and out before deep

to 3709.21 km, the receiver range. Our criterion for conver- . .

. : : netration. Here, the values determined above near the
gence is to compare travel times and amplitudes at select . . -

. . water—sediment interface are used. For the steeper arriving
depths at the end of each region for two runs that differ only

in either the number of depth poinsor range steglr. The energy, deeper bottom penetration is expected and an inte-

rated value of density of 1.8 g/énis used. To be consis-
selected depths were chosen to be 200, 400, 800, 1000, aﬁgﬁt, a correspondingly larger sound speed ratio of 1.02 is

1600 m. The run with the coarser mesh is said to have con- - . N
) . . sed, yielding a critical angle of 11.4°. Table Cll summa-
verged if the travel times and amplitudes, taken over a 40-dB. . . . .

. . . rizes the geoacoustic parameters in the simulations.
dynamic rangegmeasured down from the maximum inten-
sity) differ by less than 3 ms and 1 dB, respectively.

A low Pass filter is applied in the wave number domain 1J. L. Spiesberger and F. D. Tappert, “Kaneohe acoustic thermometer fur-
of the PE field for each frequency when a smaller number of ther validated with rays over 3700 km and the demise of the idea of

depth pointsN is desired; e.g., in going from region 1 to axially trapped energy,” J. Acoust. Soc. A9, 173—184(1996.
region 2. Similarly, zero padding in the wave number do- *J L. Spiesberger, K. Metzger, and J. A. Furgerson, “Listening for cli-

. . . . matic temperature change in the northeast pacific: 1983-1989,” J.
main is used when a larger number of depth points is desired. , ./ s Am92, 384-396(1992.

The values ofdr andN used in each region are summarized 33, A. Colosi and S. M. Flatie*Mode coupling by internal waves for
in Table CI. multimegameter acoustic propagation in the ocean,” J. Acoust. Soc. Am.
100, 3607-362011996.
4J. A. Colosi, “Random media effects in basin-scale acoustic transmis-
sions,” in Monte Carlo Simulations in Oceanograpipp. 157-166. A’ha
Because the acoustic propagation model assumes a Con:_LH;SI;I;oa Hawaiian Winter Workshop, University of Hawaii at Manoa,
stant density in a single sediment layer at any given ranges;. a. colosi, S. M. Flafteand C. Bracher, “Internal-wave effects on
and in reality the density is depth dependent, the issue of 1000-km oceanic acoustic pulse propagation: Simulation and comparison
how to choose the appropriate sediment density arises. Thergrwtg_expe;;mﬁgt;” J. Acoust, Soc. A6, 4524080199, clinsoid

- . . Vincenty, “Direct and inverse solutions of geodesics on the ellipsoi
are many ways to resowe_ this p-robllem. The mOSt ObVIPUS with application of nested equations,” Surv. Raw.6 88-94(1975.
way is to allow for a density profile in the sediment, while 7. . Spiesberger, H. E. Hurlburt, M. Johnson, M. Keller, S. Meyers, and
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