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Abstract—The multi-scale dynamics of oceanic processes and
the complex propagation of acoustic waves are fundamental chal-
lenges in marine sciences and operations. Recent computing ad-
vances enable such multiresolution ocean and acoustic modeling,
but a fully integrated system for sustained coupled predictions
and Bayesian data assimilation remains needed. In this study, we
integrate the MSEAS Primitive Equation (PE) ocean modeling
system and the MSEAS acoustic Parabolic Equation (ParEq)
solver, enabling real-time coupled ocean and acoustic predictions.
Realistic applications in Massachusetts Bay, the Norwegian Sea,
the western Mediterranean Sea, and the New York Bight are
used to demonstrate capabilities and validate predictions in
diverse shallow and deep-water environments. Results provide the
foundation for an end-to-end system for coupled ocean-acoustic
probabilistic modeling, Bayesian inversion, and learning.

Index Terms—ocean modeling, acoustic modeling, coupled
system, end-to-end predictions, primitive equations, parabolic
equation, data assimilation

I. INTRODUCTION

Understanding and predicting the intricate dynamics of
oceanic processes and the complex propagation of acoustic
waves are fundamental challenges in marine sciences. The
ocean’s changing physical properties, such as temperature,
salinity, and currents, introduce significant complexities that
directly impact sound waves [1-3]. Furthermore, limited data
availability and sparse monitoring networks pose substantial
hurdles for accurate modeling and forecasting [4, 5]. Despite
these challenges, the importance of coupled ocean-acoustic
modeling cannot be overstated. On one hand, high-resolution
ocean models, equipped with advanced data assimilation, can
provide detailed and dynamic representations of the sound
speed fields and acoustically-relevant features such as inter-
nal tides, fronts, eddies, jets, and currents [6—10]. On the
other hand, underwater acoustic propagation is influenced by
oceanic scales significantly smaller than those captured by
the majority of regional models [6, 9, 11]. Therefore, by
integrating acoustic data with traditional ocean measurements,
important small-scale corrections can be made enhancing
the resolution of the temperature, salinity, and current fields
predicted by regional ocean models [12, & references therein].
For instance, ocean acoustic tomography provides average
temperature profiles over range using acoustic travel time
measurements [13—15]. More generally, utilizing all of the in-
formation contained in the limited data to estimate and predict
the ocean environment and the acoustic fields jointly requires
an integrated system for coupled ocean-acoustic modeling and
multivariate Bayesian estimation [7, 16-19].

Over the past several decades, advances in computer tech-
nology and in ocean observation technologies have dramati-
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cally improved our ability to predict the ocean environment
using high-resolution numerical models and data assimilation
[20]. Likewise, computing progress enabled new underwater
acoustic modeling and led to advances in ray theory, normal
modes, wavenumber integration, and parabolic equation propa-
gation models [3, 4, 21]. Coupled ocean-acoustic models have
also followed suit, and systems that forecast the ocean state
and acoustic propagation have been recently developed. One
of the early works on integrated ocean-acoustic modeling in
3D includes linking the Harvard Open Ocean Model with the
acoustic parabolic equation models FOR3D and IFD [11, 22—
26]. More recently, ocean-acoustic models were developed as
physical-acoustic-sonar end-to-end systems to evaluate tac-
tical system performances [5, 8, 16, 27]. The deployment
of such ocean-acoustic models in real-time experiments and
multiscale ocean scenarios prompted research into quantifying
uncertainties in ocean model fields and parametrizations, and
explaining their effects on acoustic propagation [6, 9, 19, 28—
30]. Bayesian-based systems were then initiated using the
Error Subspace Statistical Estimation (ESSE) [7, 31]. Related
work includes variational data assimilation systems based on
the adjoint of the acoustic parabolic equation [32, 33] or using
neural-network-based acoustic observation operators [18].

The present work builds and evaluates a multi-resolution
coupled ocean-acoustic modeling system for realistic deter-
ministic ocean and acoustic predictions in various shallow
and deep water environments. It is a first step towards an
end-to-end system for coupled ocean-acoustic stochastic mod-
eling and Bayesian inversion that would combine acoustic
uncertainty quantification using the Dynamically Orthogonal
Parabolic Equations [34-37] with multidisciplinary Bayesian
inversion using Gaussian Mixture Models [38]. Specifically,
we integrate our MIT Multidisciplinary Simulation, Estima-
tion, and Assimilation Systems (MSEAS) Primitive Equation
(PE) ocean modeling system [39, 40] and the MSEAS acoustic
parabolic equation (ParEq) model [34, 35]. The MSEAS-PE
has been used for real-time data-assimilative forecasting in
many regions around the world’s oceans. The MSEAS-ParEq
solves the range-dependent narrow-angle [41] and wide-angle
ParEqs [3]. Their full integration provides bottom topography,
sediment characteristics, sound speed, and density fields, along
with acoustic pressure and transmission loss (TL) fields.

In what follows, in section II, we describe the MSEAS-PE
ocean and MSEAS-ParEq acoustic solvers, and their integra-
tion. In section III, we apply and validate the coupled ocean-
acoustic system in real-time sea exercises and multiresolution
modeling scenarios. Finally, we conclude in section IV.
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II. METHODOLOGY
A. MSEAS-PE Ocean Modeling System

The MIT MSEAS-PE ocean modeling system [39, 40]
has been used for fundamental research and for realistic
simulations in varied regions of the World Ocean [42-50].
The MSEAS-PE is based on a nonlinear free-surface hydro-
static primitive-equation model, using second-order structured
finite volumes and configured with generalized-level vertical
coordinates and implicit two-way nesting. Its strengths include
its ability to simulate (sub)-mesoscale processes over nested
domains with complex geometries and varied interactions, us-
ing an implicit two-way nesting/tiling. The specific subsystems
we employ include initialization schemes [40], nested tidal
prediction and inversion [51], fast-marching coastal objective
analysis [52], subgrid-scale models [31, 53], and advanced
data assimilation [54, 55]. The MSEAS-PE applications in-
clude monitoring [56], ecosystem prediction and environmen-
tal management [57, 58], and oceanographic-acoustic hind-
casts and ocean-acoustic data assimilation [see 5, 8, 59-62].

B. MSEAS-ParEq Acoustic Solvers

The MSEAS-ParEq system solves the acoustic narrow-angle
parabolic equation (NAPE) [41] and several versions of the
Padé wide-angle parabolic equation (WAPE) [3, 63, 64]. It
uses second-order spatial finite volume (FV) schemes for
the transverse space operators and high-order range march-
ing schemes (e.g., second-order backward difference, Crank-
Nicholson, and high-order Runge-Kutta). It supports ini-
tial range conditions given by analytical starters (Gaussian,
Greene) [3] and self-starter initialization [65, 66]. To enable
the end-to-end modeling discussed in the introduction, a
highly efficient acoustic modeling framework is needed. The
solvers employ efficient matrix-free, operation, and dimension
splitting techniques allowing for propagation in large domains
and have been validated on several benchmark cases [34, 35].

C. Integrated MSEAS-PE and MSEAS-ParEq

The MSEAS-ParEq was tightly coupled with the MSEAS-
PE. This software coupling enables simulating acoustic prop-
agation in realistic ocean environments, as demonstrated in
section III. The bottom topography, sound speed, and density
fields from the MSEAS-PE ocean simulations are provided
as inputs to the MSEAS-ParEq solver. Specific software was
written for such coupling. As the MSEAS-PE simulation
progresses, relevant environmental fields are provided to the
MSEAS-ParEq, allowing parallel acoustic computing in mul-
tiple sections, simultaneously with ocean computing.

ITI. REALISTIC APPLICATIONS AND VALIDATIONS

We apply our integrated systems in four regions and time
periods: (a) Massachusetts Bay and surrounding waters in
August/September 2019; (b) the Norwegian Sea in January
2017; (c) the western Mediterranean Sea in November 2016;
and (d) the New York Bight in June/July 2009. The modeling
domains are shown in figure 1. Our MSEAS-ParEq acoustic
system 1is flexible. It has also been used with the HYbrid
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Coordination Ocean Model (HYCOM), for hindcasting in the
North Atlantic Ocean. We refer to [67] for further details.

X

(b) Norwegian Sea Domain
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(c) Western Mediterranean Domain (d) NY Bight Domain

Fig. 1: Modeling domains for the (a) Massachusetts Bay, (b) Nor-
wegian Sea, (c) western Mediterranean Sea, and (d) New York Bight
regions. The red regions indicate nested sub-domains of interest.
The topography and bathymetric data shown were obtained from the
GEBCO_2022 grid [68].

A. Massachusetts Bay Forecasting Experiment 2019

The MSEAS-PE model was set up off the northeast US
coast using the 3-arcsecond USGS Gulf of Maine digital
elevation model [69]. The modeling domain is shown in
figure la. It uses 333 m horizontal resolution with 100 opti-
mized vertical levels, tidal forcing from TPXO8-Atlas [70, 71]
(adapted to the high-resolution bathymetry and coastlines
[51]), and atmospheric forcing from the 3 km North American
Mesoscale Forecast System (NAM) from NCEP [72]. The sub-
tidal initial and boundary conditions were downscaled from
1/12° analyses from the HYbrid Coordinate Ocean Model
(HYCOM) [73, 74], using our optimization for higher res-
olution coastlines and bathymetry [40], and using corrections
based on National Marine Fisheries Service (NMFS) data
from August 28, 2019 [75]. The MSEAS-PE was run from
August 11 to September 13, 2019. These ocean simulations
were validated against independent data (e.g., NOAA NDBC
buoy data [76]), and demonstrated skill by producing similar
diurnal cycle excursions in SST, as well as good temporal
alignment of SST trends and events. For a further discussion
of the hindcast skill, as well as an analysis of the effects of
several wind events, tides, internal tides, and solitary waves off
Stellwagen Bank seen in these simulations, we refer to [49].
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Fig. 2: Massachusetts Bay 2019. (a) Bathymetry map and section
location. (b) MSEAS-PE forecast sound speed profiles for August
27, 2019, 12:00 UTC at the starting, middle, and final range of the
section. (c) MSEAS-PE forecast sound speed field in the section.

The characteristics of Stellwagen Bank internal waves have
been thoroughly analyzed [53, 77-79]. However, their effects
on acoustic propagation have not been studied comprehen-
sively. Here, we used our coupled MSEAS-ParEq solver to
predict the acoustic TL from a harmonic source in a 2D
section across the Bank. The section location and bathymetry
map are shown in figure 2a. Figure 2b shows the MSEAS-
PE hindcast sound speed profiles for August 27, 2019, 12:00
UTC, at the starting (r = 0), middle (r = 13.55 km), and final
(r = 27.1 km) ranges within the section. Figure 2c¢ shows
the full sound speed field. The bottom in this section has
a steep bank slope between the 5 and 10 km ranges, with
bathymetry changing from 80 m to approximately 30 m. The
effects of the internal tides are clearly visible in the sound
speed field where strong vertical advection and mixing occurs
near the seamount. We place a harmonic sound source at the
initial range and vary its depth to study the effect of such
shallow features on acoustic propagation. In figure 3, we show
two TL predictions obtained using MSEAS-ParEq with the
source located at z; = 5 m and z; = 30 m, respectively. The
sediment properties in the Stellwagen Bank National Marine
Sanctuary have been previously studied and our area of interest
is predominantly characterized as sand [80], so the sound
speed, density, and attenuation of sand sediments were used
for the bottom. Comparing the two TL fields, the effects of
the nonlinear internal tides are clearly visible. For the shallow
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source (zs = 5 m), most of the acoustic energy is diverged
by the solitary wave into the bottom where it is significantly
attenuated. However, the deeper source (zs = 30 m) has much
less transmission loss in the region past the seamount.
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Fig. 3: Massachusetts Bay 2019. TL predictions from MSEAS-ParEq
for a harmonic source with frequency f = 200 Hz located at (a)
zs = 5 m and (b) z; = 30 m, respectively. Cylindrical spreading
was removed from the TL calculation.

B. Norwegian Sea (2017)

For the Norwegian Sea (off Lofoten and the continental
shelf), the MSEAS-PE modeling system was set up in an
implicit two-way nested configuration using the Shuttle Radar
Topography Mission (SRTM) 15-arcsecond global map [81—
83]. Thus, two domains were utilized: (i) a 1/225°-resolution
domain in the vicinity of the acoustic sources and receivers,
which was two-way nested inside (ii) a large, regional domain
at 1/75° resolution (used for some standalone simulations);
see figure 1b. Each domain had 100 optimized vertical levels.
The tidal forcing again came from TPXOS8 and the hourly
atmospheric forcing from the NCEP 0.2° Climate Forecast
System (CFS) model [84]. Our MSEAS-PE simulations were
downscaled from 1/12° HYCOM, with optimized velocities.
They assimilated fifteen quality-controlled Argo temperature
and salinity profiles [85], covering the period January 3-
11, 2017. Qualitative skill for our hindcast was seen in the
SSH gradients (compared with AVISO satellite SSH [86]) and
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large-scale features along the continental shelf. In addition,
comparisons with Argo profiles showed that our corrections
to temperature and salinity were generally maintained.
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Fig. 4: Norwegian Sea 2017. (a) Bathymetry map along with the
section location. (b) MSEAS-PE hindcast sound speed field in the
section for January 7th, 2017, 18:00 UTC. (c) ad (d) Hindcast sound
speed profiles at the starting, middle, and final ranges on January 7,
18:00 UTC, and January 8, 12:00 UTC, respectively.

Coupled with the MSEAS-PE, the MSEAS-ParEq predicted
the TL fields in several 2D sections. We were specifically
interested in acoustic propagation across and along the Norwe-
gian Continental Shelf. One particular 2D section of interest is
shown in figure 4a. The MSEAS-PE ocean hindcasts showed
that the Norwegian Atlantic Current brings warmer waters
from the south into the acoustic study region. Meanders in
this current draw fresher water off the shelf into the acoustic
domain. This is clearly visible in the sound speed hindcast
shown in figure 4b. The surface duct above 300 m depth and
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a deep sound channel at around 900 m are also visible. To
study the effects of ocean variability, we considered multiple
time windows within the January 3-11 period. In figures 4c
and 4d, we show the sound speed profiles at the beginning
(r = 0), middle (» = 26.1 km), and final (r = 52.2 km)
ranges for January 7, 18:00 UTC, and January 8, 12:00 UTC,
respectively. Comparing the two figures, the effect of the
Norwegian Atlantic Current and the meanders can be seen
where both combine to introduce along-section variability in
the upper 500 m of the sound speed. Additionally, internal
tides and waves (ITs/IWs) radiating off the shelf introduce
vertical excursions of the sound speed minimum of 30 m to
50 m as they pass through the section.
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Fig. 5: Norwegian Sea 2017. TL predictions from MSEAS-ParEq for
a harmonic source with frequency f = 500 Hz and source depth z,
200 m using the sound speed hindcast for (a) January 7, 2017, 18:00
UTC, and (b) January 8, 2017, 12:00 UTC, respectively. Cylindrical
spreading was removed from the TL calculation.

The TL fields predicted by MSEAS-ParEq for a harmonic
point source of frequency f = 500 Hz located at z; = 200 m
in depth for both times are shown in figure 5. Additionally,
figure 6 shows the differences between the two TL fields. The
top panel shows the TL at a receiver located at z, = 200 m.
The heatmap in the panel below shows the difference field
T Lyan7 — T Lyaps. These results highlight significant differences
in the acoustic propagation within the surface duct between the
ranges of 15 and 20 km, in addition to within the deep sound
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channel around the depth of 1000 km, especially between the
ranges of 30 and 50 km.

MSEAS-ParEq Transmission loss vs. range at receiver depth z, = 200.00 m
(f =500 Hz, z; = 200.00 m)
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Fig. 6: Norwegian Sea 2017. Differences in TL predictions for
January 7, 2017, 18:00 UTC, and January 8, 2017, 12:00 UTC, using
the corresponding sound speed hindcasts. The top panel shows both
TL curves at a receiver located at z, = 200 m. The panel below
shows the difference field T Lyy7 — 1T Liyans.

Finally, to validate our results for the Norwegian sea, we
compared our MSEAS-ParEq TL predictions to RAM TL
predictions. We found excellent agreement as highlighted by
the RAM TL prediction shown in figure 7 using the MSEAS-
PE sound speed hindcast for January 8, 2017, 12:00 UTC.
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Fig. 7: Norwegian Sea 2017. TL predictions as in figure 5b, but using
RAM. Results show excellent agreement with the MSEAS-ParEq TL
predictions.

C. Western Mediterranean Sea (2016)

For the western Mediterranean Sea region, the MSEAS-PE
model was set up using SRTM15 bathymetry. The resulting
domain, shown in figure lc, had a horizontal resolution
of 1/200° (557 m) and was vertically discretized using 70
optimized vertical levels. These simulations were forced with
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tides from TPXO8, and with hourly atmospheric forcing from
0.2° NCEP CFS. As with the other cases, the system was
initialized from downscaled 1/12° HYCOM, with velocities
optimized. As in the Norwegian Sea, very limited data of
opportunity were used to correct the HYCOM fields. These
model runs cover the period November 16-30, 2016.

In these simulations, waters from the Atlantic flowing
eastward in the upper layers meet the Mediterranean water
flowing west around 2.25°W. This creates an instance of the
Almeria—Oran front which is visible in the upper 75 m of the
sound speed section around the 50 km range. Additionally, ITs
and IWs radiating off the bathymetry create vertical excursions
from 25 m to about 50 m in the sound speed along the section,
as shown in the sound speed profiles in figure 8c. Skill was
demonstrated by comparison to independent Argo profiles:
agreement within 1°C and 0.25 psu was seen, the largest errors
being in the thermo-/halocline. After the passing of a gale
from November 16-21, the hindcasts beat persistence, with
improvements in RMSE ranging between 20% and 40%.

Using these inputs from the MSEAS-PE high-resolution
ocean simulations, we used our MSEAS-ParEq solver to
predict shallow-to-deep and deep-to-shallow TL fields. To
determine appropriate seafloor acoustic parameters, a survey
of geoacoustic studies [87, 88] was completed. The TL fields
we predicted as a function of range for November 23, 2016,
at 12:00 UTC across a 2D section in the domain. The location
of the section overlaid on bathymetry is shown in figure 8a
along with the sound speed field hindcast from MSEAS-PE in
figure 8b. Figure 8c shows sound speed profiles at the starting
(r = 0), middle (r 57.4 km), and final (r 114.8 km)
ranges. Below the surface layers, the sound speed field does
not exhibit strong range variations. The surface channel above
approximately 40 m and a deeper channel around 200 m are
observed at all ranges. TL predictions in the shallow-to-deep
(source located on the shallow plateau, left in figure 8b) and
deep-to-shallow (source located on the deep plateau, right in
figure 8b) sections are shown in figures 9a-9b, respectively,
for a source located at 200 ft (approximately 92 m) in depth
with a 1000 Hz frequency. The TL field maps show how the
sound is distributed throughout the water column. In addition
to the surface channels, convergence zones cause the sound
to be re-focused at regular spatial intervals near the surface at
ranges of approximately 20, 40, 60, 80, and 100 km. Bottom
interactions have stronger effects in the case of the shallow-
to-deep propagation case. We validated these TL predictions
using RAM [89]. Figure 10 shows the RAM TL prediction for
shallow-to-deep case. Comparisons with the MSEAS-ParEq
prediction in figure 9a show excellent agreement.

D. New York Bight (2009)

Finally, our coupled system was used during a hindcast
experiment for the New York Bight as part of an effort to char-
acterize surface duct oceanographic variability and uncertainty.
The modeling domain is shown in figure 1d. The ocean grid
had a horizontal resolution of 1 km, with 100 vertical terrain-
following levels. The period of interest spanned June 26 to
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Fig. 8: Western Mediterranean Sea 2016. (a) Bathymetry map along
with the section location. (b) MSEAS-PE hindcast sound speed field
in the section for November 23, 2016, 12:00 UTC. (c) MSEAS-PE
hindcast sound speed profiles at the starting, middle, and final ranges
starting from the shallow plateau, with a zoom in the upper 500 m
depth.

July 5, 2009. The hindcasts were initialized from HYCOM
and downscaled to higher resolution. They were forced by
atmospheric flux fields from 32 km NCEP NAM, as well as by
tidal forcing from TPXOS, but adapted to the high-resolution
bathymetry and coastlines. We leveraged limited independent
synoptic data of opportunity along with our feature modeling
capabilities [19, 90] to correct the downscaled HYCOM fields;
these corrections to the ICs reduced the ocean RMSE and bias
by factors of 3 and 50, respectively. A more detailed discussion
of the flow features, tidal effects, and hindcast skill of these
ocean simulations can be found in [30].

MSEAS-ParEq was used to predict the TL and integrated
TL fields across 2D sections in the New York Bight domain,
using the MSEAS-PE ocean fields as inputs. The TL fields
were computed for multiple source-receiver configurations at
different times and frequencies. In figure 11, we only show
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Fig. 9: Western Mediterranean Sea 2016. TL predictions from
MSEAS-ParEq for a harmonic source with frequency f = 1000 Hz
and source depth z; = 200 ft (= 92 m) using the sound speed
hindcast for November 23, 2016, 12:00 UTC. (a) Propagation for the
shallow-to-deep case, (b) Propagation for the deep-to-shallow case.
Cylindrical spreading was removed from the TL calculation.

60 70 80 90

—— ‘ O ——
RAM Transmission loss vs. range heatmap

(f = 1000 Hz, z, = 91.44 m)

\

T

20

40 60

Range(km)

80 100

Fig. 10: Western Mediterranean Sea 2016. TL predictions as in
figure 9a, but using RAM. Results show excellent agreement with
the MSEAS-ParEq TL predictions.

the results obtained for one representative section with a time-
harmonic source of frequency 950 Hz located at 65 ft (= 20 m)
depth. Figure 11a shows the section location and the bottom
topography. The MSEAS-PE ocean modeling system provided
a hindcast of the ocean physics fields including sound speed,
as shown in the section of interest in figure 11b.
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Fig. 11: New York Bight 2009. (a) Bathymetry map along with the
section location. (b) MSEAS-PE hindcast sound speed field in the
section for June 30, 2009, 16:00 UTC. (c) MSEAS-ParEq predicted
TL from a harmonic source of frequency f = 950 Hz located at
zs = 65 ft (= 19.81 m). Cylindrical spreading was removed from
the TL calculation.

For the MSEAS-ParEq simulations in this shallow-water
case, the seabed properties are of critical importance for
accurate acoustic modeling [4, 91]. The New York Bight
domain coincides with the Shallow Water 06 area, a region
whose seabed has been studied and examined in multiple sea
experiments [92]. Prior studies highlighted the relatively high
prevalence of clay in the upper layers of the seabed [93, 94].
A fluid bottom with clay properties was thus used for sound
speed, density, and attenuation in the MSEAS-ParEq. The
resulting TL, using the sound speed inputs from the MSEAS-
PE in figure 11b, are exemplified in figure 11c. To validate the
MSEAS-ParEq predictions, we compared the integrated TL at
sample receiver locations to data collected during a sea test
that occurred off the New Jersey continental shelf at the end
of June 2009. As discussed in [30], our ocean and acoustic

7

simulations showed significant skill.

IV. CONCLUSION

We developed and evaluated a multi-resolution coupled
ocean-acoustic modeling system for realistic deterministic
ocean and acoustic regional predictions around the globe. This
integration of our MIT MSEAS Primitive Equation (PE) ocean
modeling system with the MSEAS acoustic parabolic equation
(ParEq) model provides a powerful framework for predicting
acoustic pressure and transmission loss fields, accounting
for local bottom topography, seabed properties, and dynamic
sound speed and density fields. Results were demonstrated
in four ocean regions for low to mid-frequency propagation
in both shallow and deep water environments. In each use
case, we highlighted the impact of the ocean structure and
its variability on the acoustic propagation characteristics in
terms of surface and bottom reflections, surface ducts within
the mixed layer, downward refractions, ducting within the deep
sound channel, and shadow zone effects.

The tight coupling of multi-resolution ocean and acoustic
modeling systems offers promising prospects for refining our
understanding and forecasting of oceanic processes and their
effects on acoustic propagation. Future steps towards deploy-
ing end-to-end coupled ocean-acoustic stochastic modeling
systems can build on the efficient Dynamically Orthogonal
Equations framework and its application to the ocean primitive
equations [95] and acoustic parabolic equations [34, 36, 37].
After quantifying the ocean and acoustic uncertainties, and
predicting the resulting stochastic fields [31, 96], joint dynamic
inversion of the ocean physics and acoustic fields and model
formulations, learning from the sparse acoustic and oceano-
graphic data. This can be done by extending our nonlinear
Bayesian data assimilation and machine learning framework
[97-104] to ocean-acoustic inference tasks. All these goals
are critical steps toward end-to-end systems for new ocean
management and advanced operations.
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