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Abstract—The reliability of sonar systems in the littoral environment is greatly affected by the variability of the surrounding nonlinear ocean dynamics. This variability occurs on multiple scales in space and time, and involves multiple interacting processes, from internal tides and waves to meandering fronts, eddies, boundary layers, and strong air-sea interactions. We utilize our high-resolution MSEAS-PE ocean modeling system to hindcast the ocean physical environment off the New Jersey continental shelf for the end of June 2009, and then utilize our new MSEAS probabilistic acoustic NAPE and WAPE solvers in a coupled ocean physics-acoustic modeling fashion to predict the transmission and integrated transmission losses, respectively. The coupled models are described, and their predictions verified against independent ocean physics observations and sound propagation measurements from acoustic sources and receivers in the region. Our high-resolution ocean simulations are shown to substantially reduce the RMSE and bias of the coarser simulations. Our acoustic simulations of deterministic and stochastic TL fields also show significant skill.
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I. INTRODUCTION

The littoral environment is especially demanding on tactical sonar systems, in large part because of the spatial and temporal variability of the highly-dynamic nonlinear ocean fields. The variability occurs on multiple scales in space and time, and involves multiple interacting processes, from internal tides and waves to meandering fronts, eddies, boundary layers, and strong air-sea interactions [1]–[5]. The present goal is to improve detection rates through improved multi-resolution ocean modeling and probabilistic forecasting of littoral ocean variability relevant for underwater propagation. The acoustic emphasis is on transmission loss (TL) variability and on detection performance with 50 to 3000 Hz active signals. To exemplify the multi-resolution probabilistic modeling, we reconstruct the acoustic environment off the New Jersey continental shelf for the end of June 2009 (MAC DG-3 Test), modeling the ocean spatial-temporal variability and its impact on the transmission loss (TL) and detection performance. We utilize ocean and acoustic measurements to validate results.

The effort is part of the Surface Dynamic Uncertainty Characterization and Transfer (S-DUCT) program that aims to address some of these challenges. The goals of S-DUCT on the long-term are to (i) employ and develop our high-resolution MSEAS modeling system in ocean regimes with surface ducts to provide high-fidelity sound speed fields for acoustic studies, and (ii) quantify the sound speed and transmission loss variability in surface duct regions (e.g. mixed-layer depth variations, internal wave effects scattering acoustic energy out of the surface duct, etc.) and investigate models of such effects that are useful for naval applications.

The remainder of this paper is organized as follows. In Sect. II, we describe our methodology and systems, and specifically our MIT MSEAS-PE and MSEAS-ParEq modeling softwares and their setup for the present work. Next, in Sect. III, we show and discuss our results, which include 1 km-resolution ocean scenario simulations around June 30, 2009. We also discuss our predictions of Transmission Loss (TL) using our acoustic deterministic and stochastic MSEAS-ParEq solver, as well as skill comparison of integrated Transmission Loss (ITL) predictions against measurements. Finally, some concluding remarks are made and possible future research directions are discussed in Sect. IV.

II. SIMULATIONS SETUP

A. MSEAS Ocean Physics Modeling System

For the ocean modeling hindcasts, we utilized our multi-resolution MIT-MSEAS ocean modeling system [6]–[8]. The MSEAS software is used for fundamental research and for realistic simulations and predictions in varied regions of the world’s ocean [9]–[19], including monitoring [20], ecosystem prediction and environmental management [21], [22], and, importantly for the present project, oceanographic-acoustic predictions and coupled ocean-acoustic data assimilation [2], [14], [23]–[26]. For this work, we mainly employed our MIT-MSEAS hydrostatic PE code with a nonlinear free surface, based on second-order structured finite volumes [6].

The MSEAS modeling system was set up in the following manner. The computational domain shown in Fig. 1 overlaid on bathymetry, encompasses the northeast U.S. continental shelf, the shelf break and Hudson Canyon, and the northwest Sargasso Sea. It has 1 km horizontal resolution where the acoustic data were collected and is discretized using 100 optimized vertical levels. The bathymetry used merges several data sets including the 3 arc-second National Centers for Environmental Information (NCEI) U.S. Coastal Relief Model [27] and the 15 arc-second Smith and Sandwell data.

The ocean simulations are forced by atmospheric flux fields forecast by the 32 km hourly North American Model (NAM) from the National Centers for Environmental Prediction.
During the end of June and start of July 2009, winds were relatively calm. Minor wind events, with maximum wind stresses of approximately 1 dyne/cm$^2$, occurred from June 26 12Z to June 27 6Z, on June 29 18Z, on June 30 18Z, on July 1 06-18Z, and on July 3 00Z-06Z. Tidal forcing from the TPXO8 model [29], [30] from Oregon State University was used, but updated for our high-resolution bathymetry, coastlines, and quadratic bottom drag.

**B. Synoptic Ocean Physics Data**

We collected independent synoptic data of opportunity for the period surrounding June 30, 2009, for use as inputs for initial conditions, parametrizations, and data assimilation, or for validation. The different types of these data sets are described in Fig. 2. Such data of opportunity are commonly available in real-time and usable for ocean forecasting. In addition, the OASIS XBT data from the actual sea test (MAC DG-3 Test) was employed as independent validation data.

![Fig. 2. Available data used as model input or validation. The OASIS data is listed in the upper block, while the lower block contains the data of opportunity.](image)

<table>
<thead>
<tr>
<th>Data</th>
<th>Variables</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>OASIS XBT</td>
<td>T</td>
<td>2009-06-30</td>
</tr>
<tr>
<td>GTSPP</td>
<td>T, S</td>
<td>2009-06-22 to 2009-07-07</td>
</tr>
<tr>
<td>NDBC Buoys</td>
<td>T</td>
<td>2009-06-22 to 2009-07-07</td>
</tr>
<tr>
<td>Satellite SST</td>
<td>SST</td>
<td>2009-06-29 10:30Z to 2009-06-30 21:26Z</td>
</tr>
<tr>
<td>WOD XBT</td>
<td>T</td>
<td>2009-06-22 00:01Z to 2009-07-06 14:35Z</td>
</tr>
</tbody>
</table>

All profile data locations (by type) available between June 22 and July 7, 2009, are displayed in Fig. 3.

![Fig. 3. Locations of data profiles (by type) between June 22 and July 7, 2009. The MSEAS-PE domain boundary is shown in green dashed lines.](image)

**C. MSEAS Ocean Acoustic Propagation Modeling**

For modeling the acoustic propagation in the region of interest, we utilize our MIT-MSEAS acoustic modeling system, in the present case, the MSEAS Parabolic Equation (MSEAS-ParEq) code. The code employs the simulations of the MSEAS-PE modeling system to set up the ocean acoustic environment and implements a finite-volume discretization of the Wide-Angle acoustic Parabolic Equation (WAPE), a widely used modeling technique in underwater acoustics [31]–[33]. The WAPE can be derived from the acoustic wave equation as follows.

Assuming an isotropic broadband point source with signal strength $S(t)$, the acoustic wave equation [34] can be written as:

$$\rho \nabla \cdot \left( \frac{1}{\rho} \nabla p_t \right) - \frac{1}{c^2} \frac{\partial^2 p_t}{\partial t^2} = -S(t) \frac{2\delta(x_{\perp} - x_{\perp,s}) \delta(\eta)}{\eta},$$

(1)

where $\rho$ corresponds to the medium density, $p_t$ is the time-domain acoustic pressure field, and $c$ is the medium sound speed. The domain of propagation is described by Cartesian coordinates where the position $x \in D \times [0, R]$ is written as $x = (x_{\perp}, \eta)$, with $x_{\perp} \in D$ denoting the two-dimensional transverse coordinates, and $\eta \in [0, R]$ denoting the position in the range direction. Finally, the isotropic time-harmonic point sound source is located at $\eta = 0$ and $x_{\perp} = x_{\perp,s}$.

Defining the time-frequency Fourier Transform pair as

$$\mathcal{F}\{\cdot\} = \int_{-\infty}^{+\infty} e^{-i\omega t} dt,$$

$$\mathcal{F}^{-1}\{\cdot\} = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\omega t} d\omega,$$

(2)
and working in the frequency domain, the acoustic wave equation (1) reduces to [34],
\[
\rho \nabla \left( \frac{1}{\rho} \nabla P \right) + k_a^2(\omega) P = -\hat{S}(\omega) \frac{2\delta(x_\perp - x_\perp, a)}{\eta} ,
\]
where \( P(x_\perp, \eta, \omega) = \mathcal{F}\{p_t\} \) and the source spectrum \( \hat{S}(\omega) = \mathcal{F}\{S\} \). Furthermore, \( k_a(\omega) = \frac{c}{\eta} (1 + ia) \) is the complex (accounting for medium absorption) wave number, \( c = c(x_\perp, \eta) \) is the space-varying medium sound speed, and \( a = a(x_\perp, \eta, \omega) \) is the attenuation coefficient. Normalizing the pressure response by the source spectrum \( p(\omega) = P(\omega)/\hat{S}(\omega) \), equation (3) reduces to the Helmholtz equation:
\[
\rho \nabla \left( \frac{1}{\rho} \nabla p \right) + k_a^2(\omega) p = -\frac{2\delta(x_\perp - x_\perp, a)}{\eta} .
\]
We are commonly interested in solving equation (4) for a time-harmonic source with frequency \( \omega_0 \) to compute the transmission loss (TL) field
\[
TL(x_\perp, \eta; \omega_0) = -20 \log \left| \frac{p(x_\perp, \eta; \omega_0)}{p_0(\eta = 1; \omega_0)} \right| ,
\]
where \( p_0(\eta = 1) \) is a nominal pressure value [32]. Yet, solving this elliptic Partial Differential Equation (PDE) in large domains of propagation is computationally expensive. To address this challenge, the Parabolic Equation (PE) technique, introduced by Tappert in [35], has been widely used [36]. Under the parabolic equation (PE) approximation [35], [37], the acoustic pressure \( p(x_\perp, \eta; \omega_0) = p(x_\perp, \eta) \) is decomposed as
\[
p(x_\perp, \eta) = v(\eta) \psi(x_\perp, \eta) ,
\]
where the functions \( v(\eta) \) (strongly dependent on the range direction \( \eta \)) and \( \psi(x_\perp, \eta) \) (denoting the envelope of outgoing complex acoustic field) can be found to satisfy [32],
\[
v(\eta) \sim \exp(ik_0\eta) ,
\]
\[
\frac{\partial}{\partial \eta} \psi(x_\perp, \eta) = ik_0 \left\{ \sqrt{I + Q} - I \right\} \psi(x_\perp, \eta) ,
\]
where \( k_0 = \omega_0/c_{ref} \), with \( c_{ref} \) a reference sound speed. In addition, \( I \) is the identity operator, and
\[
Q = (n_a^2 - 1) I + \frac{1}{k_0^2} \rho \nabla_{\perp} \cdot \left( \frac{1}{\rho} \nabla_{\perp} \right) ,
\]
computing the square root operator \( \sqrt{I + Q} \) in equation (7) is generally nontrivial. Several methods have been used to approximate the square root operator, among these are: (i) Taylor-series based methods [35], [38], [39] where a first-order approximation of the operator leads to the standard Narrow-Angle Parabolic Equation (NAPE), and (ii) Padé-series based methods [31], [40], of which the family of Padé WAPE (PAWAPE) is derived. Further details about these approximations can be found in the appendix and in [41].

The MSEAS-ParEq software implements equation (7) in its NAPE and Pa-WAPE forms using second-order spatial finite volume (FV) schemes and high-order range marching schemes (second-order backward difference, Crank-Nicholson and high-order Runge-Kutta methods are available for the user). The solver also employs efficient techniques allowing for propagation at larger angles and in bigger domains and has been validated on several benchmark cases [41]. Finally, the MSEAS-ParEq software has been tightly integrated with the MSEAS-PE ocean model allowing for simulating the acoustic propagation in realistic ocean environments, as demonstrated in later sections (in this case, the sound speed and density fields in equations (7) are provided as inputs into the MSEAS-ParEq solver by the MSEAS-PE ocean simulations).

D. Broadband Acoustic Modeling

In addition to TL fields, it is common to predict the acoustic signal received at a location \( x^* = (x^*_1, \eta^*) \). This can be done using the Fourier Synthesis technique [38], [42]. This technique involves the following steps:

1. By appropriately choosing the time window and sampling frequency based on the source spectrum, a discrete set of frequencies \( \omega_1, \ldots, \omega_N \) is constructed.
2. The frequency-domain PE equation (7) (or one of its variants) is solved for each frequency to obtain the set of solutions \( \psi(x^*_1, \eta^*; \omega_1, \ldots, \omega_N) \), and the corresponding normalized pressure solutions \( p(x^*_1, \eta^*; \omega_1, \ldots, \omega_N) \) using equation (6).
3. The unnormalized pressures \( P(x^*_1, \eta^*; \omega_1, \ldots, \omega_N) \) are constructed using the source spectrum as \( P(\omega) = p(\omega)\hat{S}(\omega) \).
4. The time-domain pressure solution \( p_t(x^*_1, \eta^*; t) \) is then constructed from the frequency domain solutions using the Inverse Fourier Transform (IFT): \( p_t(x^*_1, \eta^*; t) = \mathcal{F}^{-1}\{P(x^*_1, \eta^*; \omega)\} \).

The MSEAS-ParEq software includes an efficient implementation of this Fourier Synthesis technique which constructs an optimal discrete set of frequencies \( \omega_1, \ldots, \omega_N \) (with the minimum number of required frequencies), and uses the Fast Fourier Transform (FFT) algorithm to carry out the IFT into the time domain. Furthermore, the MSEAS-ParEq solver also computes the integrated Transmission Loss (iTL) [32], a commonly used quantity of interest, using the time domain solution \( p_t(x^*_1, \eta^*; t) \) as
\[
iTL(x^*_1, \eta^*) = -20 \log \left( \frac{1}{T} \int_0^T |p_t(x^*_1, \eta^*; t)| dt \right) ,
\]
where $T$ is the time window of integration.

E. Probabilistic Acoustic Modeling

An alternative approach to modeling the broadband acoustic propagation in terms of discrete frequency runs of the acoustic PE is to adopt a probabilistic approach in which the frequency is treated as a uniformly distributed random variable over the bandwidth of interest. In this case, the acoustic PE becomes a stochastic PDE (SPDE)

$$v(\eta; \xi) \sim \exp(i k_0(\xi) \eta),$$

$$\frac{\partial}{\partial \eta} \psi(x_\perp, \eta; \xi) = i k_0(\xi) \left\{ \sqrt{1 + Q(\xi)} - 1 \right\} \psi(x_\perp, \eta; \xi),$$

(12)

where $\xi \in \Xi$ denotes the random parameter.

Several methods have been proposed to model the stochastic acoustic propagation, namely Monte Carlo (MC) sampling [43], Error Subspace Statistical Estimation (ESSE) [2], [4], [44], [45], Probability Density Function (PDF) propagation [46], Field Shifting (FS) [47], [48] and Polynomial Chaos (PC) expansion techniques [49], [50]. Yet, most of these methods have only been tested in canonical test cases and can fail to provide sufficiently accurate results (at reasonable computational costs) in realistic ocean applications, which is the case in this work.

In the present simulations, we thus utilize our stochastic propagation modeling approach based on the Dynamically-Orthogonal (DO) equations [51]–[54] to capture the uncertainties using an instantaneously-optimal dynamic reduction, nonlinear governing equations for the DO decomposition, rich non-Gaussian statistics equivalent to large MC ensembles, and at relatively low computational costs [41], [55]. Under this technique the stochastic acoustic field $\psi(x_\perp, \eta; \xi)$ is represented using a range-evolving DO decomposition,

$$\psi(x_\perp, \eta; \xi) = \tilde{\psi}(x_\perp, \eta) + \sum_{i=1}^{n_{x,\psi}} \tilde{\psi}_i(x_\perp, \eta) \alpha_i(\eta; \xi),$$

(13)

where $\tilde{\psi}(x_\perp, \eta)$ is the mean field, and $\tilde{\psi}_i(x_\perp, \eta)$ are orthonormal modes that form an ordered basis for the stochastic subspace of size $n_{x,\psi}$. In addition, $\alpha_i(\eta; \xi)$ are zero-mean stochastic processes.

By substituting this decomposition into the governing SPDEs in equation (12), predictive equations for the (range) evolution of the mean, modes and stochastic coefficients can be derived. Further details about these equations and their numerical implementation can be found in [55] and [41].

III. RESULTS AND DISCUSSION

A. Coupled Ocean Physics-Acoustics Simulations

We downscaled initial conditions from HYCOM simulations. Our downscaling scheme used limited independent synoptic data of opportunity and our feature modeling capabilities to correct the coarse HYCOM fields. The effects of these corrections are illustrated in Fig. 4. In the left panel, we compare HYCOM and MSEAS-PE simulated profiles to independent XBT profiles (not utilized in any of the simulations). The higher resolutions from the MSEAS-PE simulations and the corrections from the available synoptic data of opportunity clearly improves the temperature below 30 m. The average RMS error is reduced by a factor of 3 and the average bias reduced by roughly a factor of 50. Looking at the 30 m sound speed map (middle panel) and sound speeds section along the XBT line (right panel), the data corrections and our feature model introduce colder deep water on the shelf near the XBT region and also sharper gradients, both near the front and vertically. Sound speed gradients are similarly enhanced.

The effects of tides on sound speed from our MSEAS-PE can also be seen in the middle and right panels of Fig. 4. Between June 29 and July 2, 2009, internal tides move colder water (lower sound speed) up into the mid-level (30m). These internal tides also advect the shelf break front back and forth.

The 30 m scaled vorticity on June 30, 2009, from our MSEAS-PE is shown in Fig. 5. Between June 26 and July 5, sub-mesoscale filaments develop along the shelf break, including southeast of the operational area.
B. Deterministic Transmission Loss Predictions

The MSEAS-ParEq software was used to predict the transmission loss (TL) fields across 2D sections in the MAC DG-3 test, using the MSEAS ocean fields as inputs. The TL fields were computed for the three sources and nine receivers for different times and different frequencies.

In Figs. 6 and 7, we show the results obtained for only a representative section and for source A at a single time and for the single central frequency. Results for other sections and sources lead to similar results. Fig. 6 shows the source and receiver locations for this test along with the sea surface sound speed forecast from the MSEAS-PE. A contour map of the sound speed across the section from source A to receiver H as predicted by our MSEAS-PE is also shown in Fig. 7.

Fig. 6. The distribution of sources and receivers (left) and the sound speed field at the sea surface, from a forecast by our data assimilative MSEAS-PE ocean model, in the region of interest (right).

Fig. 7. The forecast sound speed field for the section between the source at location A and the receiver at location H (left). The predicted transmission loss contour from the MSEAS-ParEq solver for section A-H (for a fixed frequency of 950 Hz) (right).

The MSEAS-PE ocean hindcasts of the sound speed fields (computed from the temperature and salinity hindcasts) are then transferred as inputs to the MSEAS-ParEq model to obtain predictions of the transmission loss fields across the section A-H from a time-harmonic source of frequency 950 Hz located at 65 ft (≈ 20 m) depth (Fig. 7). For the acoustic propagation simulations, a grid resolution of 0.5 m in range and depth was used to resolve the small scale features in the acoustic fields. Furthermore, no attenuation was considered in the water.

The seabed is of critical importance for accurate acoustic propagation modeling [36], [56]–[58]. The SW06 area, a region whose seabed has been studied and examined in previous experiments, is relatively complex and has highly variable sedimentary properties. The seabed parameters used in the model were obtained using results from these previous studies [59]–[61]. Due to the relatively high prevalence of clay in the upper layers of the ocean bottom, the seabed in the simplified propagation model was represented homogeneously using solely this material.

C. Stochastic Transmission Loss Predictions

In addition to the deterministic TL predictions presented previously, the MSEAS-ParEq software was used to provide stochastic TL predictions, using the DO acoustics ParEq approach [55]. This was done for the section A-H where the time-harmonic sound source located at 65 ft depth has an uncertain frequency \( f \sim U[850, 1050] \) Hz. The DO acoustic ParEq yields the predictions for the mean field, mode fields, and stochastic coefficients, from which classic statistical quantities such as the standard deviation field and other moments can be computed. The DO acoustic ParEq results are illustrated on Fig. 8 where only DO modes 1 and 2 are shown. The stochastic predictions were obtained with \( n_{s,\psi} = 50 \) and the depth and range resolutions used for the deterministic simulation.

Fig. 8. DO solution for the stochastic TL field in section A-H. The mean, standard deviation, and modes 1 and 2 (out of the 50 modes retained in the truncation) of the TL field are shown.

D. Integrated Transmission Loss Skill

Starting from the single frequency runs obtained from the MSEAS-ParEq solver, the developed broadband techniques were employed to obtain predictions for the integrated transmission loss (iTL) due to a high-frequency modulated (HFM) sound source with central frequency of 950 Hz, a bandwidth of 100 Hz and a 5 seconds pulse width. We also compared these results to measurements obtained from the three sources during the MAC DG-3 test.

In Fig. 9, we show comparisons of the iTL values at the receiver locations due to a HFM sound source located at A,
Fig. 9. Predicted and measured integrated transmission loss (iTL) values for the different sources (top row corresponds to source A, middle row to source D and bottom row to source E). The measured integrated TL values at each receiver for each source for a 5 second pulse width (left column). The predicted integrated TL values as obtained from the MSEAS-ParEq solver (middle column). The difference between the predicted and measured values (right column). The results for each distinct source is shown in a separate row. Specifically, the left column of sub-figures in Fig. 9 shows points at the receiver locations colored by their corresponding measured iTL values. In the middle column of sub-figures in Fig. 9, the predicted iTL values as obtained by the MSEAS-ParEq solver are shown. The discrepancies between the measured and predicted results are depicted in rightmost column of sub-figures. For each of the three sources, the predicted iTL values are found to match well with the measured data (within 5 dB and smaller mean error). In general, a somewhat larger discrepancy can be noted at the receiver F, located across the shelf break, which can be due to uncertainties in locating the shelf break front, in water properties in the Hudson Canyon, and/or in the seabed and bathymetry.

D and E. The results for each distinct source is shown in a separate row. Specifically, the left column of sub-figures in Fig. 9 shows points at the receiver locations colored by their corresponding measured iTL values. In the middle column of sub-figures in Fig. 9, the predicted iTL values as obtained by the MSEAS-ParEq solver are shown. The discrepancies between the measured and predicted results are depicted in rightmost column of sub-figures. For each of the three sources, the predicted iTL values are found to match well with the measured data (within 5 dB and smaller mean error). In general, a somewhat larger discrepancy can be noted at the receiver F, located across the shelf break, which can be due to uncertainties in locating the shelf break front, in water properties in the Hudson Canyon, and/or in the seabed and bathymetry.

The above results are further quantified by the histogram shown in Fig. 10. Specifically, Fig. 10 provides the histogram of the aggregated error values at all receivers due to the 3 sources A, D and E. The results show an overall small mean error of 1.102 dB and standard deviation error of 6.239 dB value. These values are within or close to the standard errors of the iTL measurements (not shown). We can note from the histogram results that the mean error is close to zero, providing future opportunities for inferring the source level.

IV. CONCLUSION

We updated our MIT-MSEAS ocean physics-acoustics modeling system including 3D multi-resolution finite-volume ocean modeling for the MAC DG-3 test region. Our use of independent data to correct downscaled ocean initial-conditions
was shown to reduce ocean RMSE by a factor of 3 and bias by a factor of 50. For the acoustics, we showcased application of our MSEA-SParEq solver in predicting deterministic and stochastic TL fields in 2D ocean sections for the MAC DG-3 test.

Multiple extensions to the present work are presently ongoing. These include the use of additional nesting and tiling subdomains, finite-element non-hydrostatic ocean simulations [62], ESSE for ensemble forecasting [4], [63], Dynamically-Orthogonal PEs for surface ducts, the GMM-DO filter and smoother [64], [65] for ocean-physics-acoustics inversion and tomography, and Bayesian mutual information fields for determining the optimal sampling and measurement locations [66] in future sea tests.

The relatively small discrepancies between the measured and predicted iTL values can be mostly explained by: (i) mismatches between the simulated and actual ocean fields, and (ii) the need for more accurate seabed modeling. An approach to address these challenges is to apply our efficient joint Bayesian inversion of the ocean-physics-acoustics-seabed fields. We are addressing these challenges is to apply our efficient joint Bayesian inversion of the ocean-physics-acoustics-seabed fields. We are completing such Bayesian inversion using our novel optimally-adaptive dynamically orthogonal (DO) equations and Gaussian mixture model (GMM)-DO smoother and filter [41], [67], [68].

**APPENDIX - NARROW AND WIDE-ANGLE PE APPROXIMATIONS**

The standard narrow-angle PE (NAPE), which is the most widely used within the acoustics community [35], can be derived as an example of a Taylor-series based PE by retaining one term in the Taylor series approximation of the square root operator,

$$\sqrt{1 + Q} \approx I + \frac{1}{2} Q,$$

(14)

to obtain,

$$\frac{\partial}{\partial \eta} \psi(x_\perp, \eta) = \left\{ \frac{i k_0}{2} \left( n_a^2 - 1 \right) + i \frac{2}{k_0} \rho \nabla_\perp \cdot \left( \frac{1}{\rho} \nabla \psi \right) \right\} \psi(x_\perp, \eta)$$

(15)

The NAPE can be interpreted as a reaction-diffusion PDE. The Taylor-series approximation makes the equation only valid for computing propagation at an angle ±15 degrees around the source, and hence the name narrow-angle [32], [35].

Padé-series based PE [31] can be alternatively derived by approximating the square root operator using the $m$-term Padé approximant,

$$\sqrt{1 + Q} \approx I + \sum_{j=1}^{m} a_{j,m} Q,$$

(16)

where the coefficients are given as,

$$a_{j,m} = \frac{2}{2m+1} \sin^2 \left( \frac{j\pi}{2m+1} \right), \quad b_{j,m} = \cos^2 \left( \frac{j\pi}{2m+1} \right).$$

(17)

For instance, $m = 1$ corresponds to the Claerbout WAPE [40] with ±55 degrees propagation angle. The Padé WAPE (PA-WAPE) then correspond to the following PDE form,

$$\frac{\partial}{\partial \eta} \psi(x_\perp, \eta) = \left\{ i k_0 \sum_{j=1}^{m} (I + b_{j,m} Q)^{-1} a_{j,m} Q \right\} \psi(x_\perp, \eta).$$

(18)

The different families of approximants have been summarized in [69].
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