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Abstract

Introduction

Ocean forecast systems have been developed to provide nowcasts and forecasts of ocean circulation from the sub-mesoscale and mesoscale up to basin and global scales. A “real-time” exercise is one in which the forecast system is producing these nowcasts and forecasts for immediate dissemination to exercise participants or observers. Regional, real-time ocean modeling exercises impose differing demands and needs for quality control (QC) of data than those for data utilized in less time-sensitive circumstances, e.g. for study, archival or atlas purposes.  The data QC must be completed rapidly in order that the data can be utilized in a timely fashion.  Observations are used to initialize dynamical forecast models, and additional observations are continually assimilated into the models as the forecasts advance in time. In many oceanographic settings, the applicability of data gathered for model initialization is time-limited. During real-time exercises, data must be acquired and disseminated within a matter of hours from the time of collection, or, at most, within a day.  Longer delays degrade the usefulness of the data in a real-time setting.  In contrast, data intended for archival purposes can be subjected to more rigorous a posteriori QC procedures as there are no time constraints. As observations are expensive to acquire and generally limited in number, it is necessary to retain as much of the information available as is possible, including, potentially, fragments of casts.     

Issues regarding the quality control of oceanographic data are well-known.  Instruments can either completely or partially malfunction, data can be noisy or spiky, temporal information and positions can be mis-recorded, sensors can drift in their calibration, etc.  Methods to deal with these issues for archival purposes and at data centers are well-documented (references).  Data collectors generally perform many of the tasks which will be described below.  However, the logistics of real-time data collection and dissemination often preclude the rigorous data QC that is possible when performed under more controlled conditions.  In addition to problems with individual instruments, there are also problems of inter-calibration between instruments.  If data collected by an individual instrument does not match that collected by other instruments it becomes more difficult to successfully utilize that data for modeling.  One method of model initialization, in which in situ data is combined with climatology to produce a 3-dimensional depiction of oceanographic conditions, illustrates another problem – mis-match between observations and climatology.  This mis-match can be due either to natural differences between in situ data and climatology or to shifts in the climatological nature of a region. This paper discusses how all of these various QC issues can affect modeling during real-time regional ocean modeling exercises and how those issues have been addressed. In no way is this paper meant to implicate or indict any data providers or suggest that data providers do not attempt to their fullest ability to provide the best possible data. Any problems shown here are meant to illustrate the specific pitfalls associated with real-time processing of data for use in modeling.  

Data Processing Procedures

Quality control procedures are utilized to validate the data available to the modeling system while retaining as much data as is possible.  Questionable data are corrected where possible in order to maintain the largest possible set of available data and eliminated where necessary to protect the integrity of the data and the resulting model nowcasts and forecasts.  The process must minimize errors in representation in order to maximize the viability of the modeling end product. 
The first category of data addressed here is “profile” data; observations represented as values versus depth.  The primary emphasis is on “physical” variables – generally vertical profiles of temperature and salinity. Methods of dealing with velocity data, current meter or ADCP, will also be addressed.  The normal quality control steps which we follow are: i) elimination of obvious malfunctions; ii) verification of position; iii) removal of spikes; iv) smoothing (filtering); v) recovery of partial casts; vi) recovery of individual variable(s); vii) comparison with climatology; and, viii)  comparison with other available synoptic data.  We have found that these steps, while well-known and otherwise well-documented (references), are critically necessary in real-time operations.
Elimination of obvious malfunctions
 - When data sets are collected and transferred in a rapid fashion, it is possible for total instrument malfunctions to slip through initial data checks. Data sets are often transferred in bulk, with a group of observations being combined in a single data file.  Under the pressure of real-time data acquisition we have found that problematic casts are occasionally sent along with good data. Figure 1a illustrates an obvious malfunction in a temperature measurement.  Figure 1b depicts the same cast along with the group of the profiles which were captured and transmitted at the same time.  This cast cannot be recovered and must be eliminated from the data set.  While this may seem like an obvious QC step, and it is, it is also a critical one in order to prevent the possible contamination of the overall data set.  Should a profile as obviously incorrect as this be retained in the data to be used for modeling purposes it would create serious errors in the results (see section “Consequences for Modeling”.  While this is an extreme example, it is possible for data to slip through automated checking, while still being a complete malfunction. We have found that it necessary to be vigilant during real-time exercises.  Initial elimination of obvious malfunctions also mitigates the need for any additional QC checks on that particular profile.
Verification of position - The verification of position is another crucial first step in quality control.  The consequence of mis-located data is the potential generation of spurious features in an analyzed field and the resulting generation of invalid forecasts.  Positions (and cast identification numbers) are mapped in order to visually inspect their validity
. Often positional problems are fixed with a simple change in digit.  The hand-entering of position occasionally leads to transposition of digits or inadvertent errors, e.g. a six typed instead of a seven. Figure 2a depicts a typical inadvertent error.  Here, the longitude for station #3 has been recorded as 9o East, putting the cast on land, rather than 10o East, the correct location.  Easily identified, this is a simple fix, allowing the cast to be included as valid data.  Had the positional information been incorrect in a less definitive fashion, the station cast number could be used to determine the proper location. In Figure 2b, station #3 is mis-located in the southwest corner of the domain beside station #50.  Given the normally sequential numbering of stations this is likely incorrect and the station could be put back into its rightful position. Additionally, the temporal information of the cast (date and time of observation) can be utilized along with station identifier to locate a cast properly
. If the station position is maintained on land, failing to fix the position would lead the data to be excluded from the analysis.  This results in a lack of information but no mis-information. If data is less dramatically mis-located, errors would arise in two areas of the analysis field; both from where the data is missing and where it was mis-placed.  This is illustrated in Figure 3.  Both panels show an objective analysis of the 20m temperature field.  The left panel shows the analysis with the data incorrectly located.  On the right the data is located properly.  The presence (absence) of the data is obvious in the field structure in the southwest (northwest) corner of the analysis.  In the southwest corner the mis-located data is both colder and fresher than the data in the area.  The presence of this data creates a spurious cold feature along the domain border which cuts off the circulation out of the domain corner.  The lack of data in the northwest corner of the domain prevents the actual cold feature from extending to the corner of the domain.
Removal of spikes (Surface, Intermediate, Bottom) - The response mismatch between the conductivity and temperature sensors on a CTD often leads to “spikes” in salinity.  Even under the best profiling conditions, the conductivity cell’s response lags behind the temperature sensor due to the effects of boundary layers and thermal mass. When profiling a well mixed part of the water column, the effects are usually minimal and likely unnoticeable, but this is not the case when presented with a steep vertical feature such as a thermocline. This response mismatch can also be caused by a varying descent rate through the water, due to ship roll or fluctuations in vehicle motion, which causes variable flushing of the temperature sensor and conductivity cell, allowing the water in the vicinity to heat or cool. The result is often an erroneous fresh salinity bias within strong thermoclines, and erroneous fresh spikes at the bottoms of surface mixed layers above strong thermoclines.  CTD manufacturers have attempted to deal with such problems via pumps, ducting, faster sensor response, processing software, etc., but salinity spiking continues to occur.
Spikes at the surface of a cast or the bottom of a cast are generally straightforward to deal with.  The data at either the top or the bottom of the cast are removed, eliminating the data spike..  Figure 4 illustrates the presence (Fig. 4a) and removal (Fig. 4b) of bottom spikes.  The removal of the spikes shortens the cast but the overall effect is minimal. In this particular example, 5m of each cast has been removed from the bottom, approximately 1-2.5% of the complete cast.  Spikes which occur in the intermediate portion of the cast are somewhat more problematic to deal with.   If the spike is apparent only for a single point in the profile, the point can be removed.  If the salinity spike affects multiple depths, it is possible to excise the offending section of the profile, filter the profile (discussed below) or replace the problematic portion of the data with interpolated values.  The particular choice of remedy is related to the size (number of depth points affected) of the spike.  If the spike affects a significant number of depths, it is usually excised.  Additionally, the location within the structure of a profile can determine the choice of remedy.  For example, in Fig. 5, if Band A is portion of the profile in which spikes occur, interpolation from above to below would be difficult.  Alternatively, if it is Band B in which the spikes occur, interpolation is easy.
Partial casts: usable segments of vertical profile – Under certain circumstances a portion of a vertical profile may be deemed unusable.  However, the remaining portion of the profile contains valuable information.  The unusable portion of the cast is then simply removed and the remainder kept.  As an example, throughout one exercise it was determined that neither the temperature nor the salinity from the upper 50m of the water column as measured by a particular instrument conformed to that measured by other platforms in the water at the same time.  It was not possible to reconcile the measurements.  Below 50m, however, the data measured by that instrument was deemed to be in agreement.  As a result the upper 50m were removed from the data and the remainder kept.  This process enabled us to utilize as much of the measured data as was possible while removing problematic data.
Retention of individual variable(s) – Under certain circumstances, one variable (or more) may be unusable from a vertical profile while the remaining observed variables are valid.  When this is an auxiliary variable, for instance fluorescence, oxygen, PAR, etc., it is of little consequence for dynamical modeling.  However, occasionally, often due to calibration issues, the salinity from a CTD cast does not match with that acquired by other platforms.  If there is not a bias or a trend which could be removed, then the salinity can be discarded altogether.  If the temperature is well-matched with that from the other platforms then the CTD can become, for all practical purposes, an XBT.  
Smoothing – Smoothing or filtering of vertical profiles can be used to remove both “spikes” and “noise” from data.  CTD manufacturers provide filters (e.g. triangle, cosine, boxcar, Gaussian, or median window) in their processing software in order to smooth data.  However, data which has not been smoothed by the data collector must generally be smoothed prior to use in a model system in order to prevent problematic model results.   
Errors of representation (add somewhere above) – For example, high frequency  internal wave data , although real, may have to be filtered before being put into a dynamical model to avoid aliasing.
While there are any number of possible filtering algorithms which can be utilized to smooth data, there are three which we have primarily used to smooth data: median, linear, gaussian.  Each of these will be discussed briefly and the effects of each will be demonstrated.

Gaussian 

A Gaussian filter is a filter whose window is the Gaussian function 
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, or using standard deviation as the parameter, . Gaussian filters are designed to give no overshoot to a step function input while minimizing the rise and fall time (which leads to the steepest possible slope).   The familiar bell-like shape of the Gaussian filter is shown in Figure Y. The Gaussian filter provides better suppression of higher frequencies than rectangular or triangular filters (reference). 

Add additional description

Add examples – different orders, specify what we use

Median

A median filter compares a set of n consecutive points, replacing the middle point by the median value of the set. Median filters are widely used as smoothers for image processing, as well as in signal processing and time series processing. A major advantage of the median filter over linear filters is that the median filter can eliminate the effect of input noise values with extremely large magnitudes (in contrast, linear filters are sensitive to this type of noise - that is, the output may be degraded severely by even by a small fraction of anomalous noise values
).

Add additional description

Add examples – different orders, specify what we use

Linear
Add definition

Add description
Add examples – different orders, specify what we use

	
	Median
	Linear
	Gaussian

	3-Point
	.0020/.0024/.0022
	.0209/.0146/.0137
	.0315/.0209/.0204

	5-Point
	.0039/.0038/.0038
	.0334/.0226/.0209
	.0525/.0349/.0307

	7-Point
	.0064/.0050/.0068
	.0450/.0304/.0269
	.0720/.0485/.0397

	9-Point
	.0089/.0068/.0103
	.0558/.0381/.0322
	.0887/.0610/.0480



Standard deviation of difference between observed and filtered temperature for three profiles
	
	Median
	Linear
	Gaussian

	3-Point
	.0007/.0006/.0004
	.0056/.0034/.0033
	.0085/.0049/.0050

	5-Point
	.0011/.0008/.0009
	.0091/.0053/.0052
	.0144/.0085/.0077

	7-Point
	.0016/.0011/.0016
	.0123/.0073/.0067
	.0197/.0118/.0101

	9-Point
	.0022/.0017/.0024
	.0152/.0092/.0081
	.0241/.0149/.0123


Standard deviation of difference between observed and filtered salinity for three profiles
Set to 1m intervals: Decimation, Interpolation, Box averaging

Inter-comparison

Comparison with other available synoptic data: Values, Structures (Vert., Horiz.)

“Mapped” data – remotely sensed

SST: Satellite (AVHRR), Aircraft

SSC

SAR

SSH

Meteorological

Atmospheric modeling systems

Land stations

Buoys
Inter-comparisons
Inter-calibration: In addition to the problems encountered by a single instrument there is an important consideration when incorporating data from multiple platforms.  The inter-calibration of observations from multiple platforms is critical when incorporating these observations into a modeling system.  Typically a number of vessels or platforms converge at a single position and sample simultaneously, or as nearly so as possible, and subsequently measure the same parameters on the presumed identical water samples. Unless it is known how the values measured by (e.g.) two CTD relate to each other, it is difficult, if not impossible, to successfully utilize the data.  This is a straight-forward concept, but the practice of  putting two instruments in the water at the same time to perform an inter-calibration station  has generally not been put into place; often for ship/time logistical considerations. For a multi-instrument survey, this is a grave mistake.  The smart approach is to build time for inter-calibration stations during the planning stages.  As Henry Stommel (Stommel, 1989) envisioned for his (then) fictional Slocum vehicles:  “Pairs meet once a month to do an inter-calibration. Sometimes we schedule an intricate cotillion-like dance of the Sentinel Slocums in which they interchange patrols, thus obtaining, over the course of a year, a complete inter-calibration of all Slocums on the section. We also have special Calibration Standard Slocums that wander randomly about the patrol lines, like the inspectors on a subway system, calibrating all Slocums that they encounter.”

Comparison with climatology – The initialization of a regional model requires an accurate estimate of oceanographic conditions.  In lieu of some a priori data or a usable set of synoptic profiles, modelers generally utilize a data atlas or climatology for the first estimate of synoptic conditions. Observations then gathered during the exercise are incorporated with and eventually replace the climatological estimate.  When the data being collected matches the climatology this works extremely well. Unfortunately, it is the rare circumstance in which there is a climatology that matches synoptic conditions.  The fact that climatology is, by definition, a spatial and temporal average of historical data, means that it is the best estimate of large scale, mean conditions, not a representation of any synoptic situation.  This is similar to daily high temperature in a city being different from the climatologic norm.  In addition to the daily fluctuation of synoptic ocean conditions, differences from climatology can be a result of the ocean-response to a delay in seasonal meteorological forcing, the existence of a coupled ocean-atmosphere phenomena such as El Nino or La Nina, or a general shift in water masses such as has been recently observed in the Mediterranean (references).  Another potential issue with the use of climatology for regional modeling is the possibility of a complete lack of historical data in the modeling region to ground the climatology.  
ASCOT-02 mis-match between MODB and 2002 data.
Climatological data sets are generally available in three temporal forms – annual, seasonal and monthly.  The first global ocean atlas was created by Sydney Levitus with NOAA (Levitus, 1982). Currently, perhaps the most well known and widely used ocean atlas is the World Ocean Atlas 2005 (WOA05) (Boyer et al., 2006).  This climatology was first distributed in 1994 (based on the earlier Levitus climatology), with updated versions in 1998, 2001, and 2005.  Generally the monthly climatology is utilized for model initialization.  At the deeper levels (below 1500m) the data is extended to the bottom using the seasonal climatology.

In Figure X, WOA05 profiles are plotted along with synoptic data.  In this figure the June WOA05 data is plotted against data collected from June 2007. It can clearly be seen that the synoptic profiles are (warmer/colder) and (fresher/saltier) than the climatological data.  Structures exist in the synoptic data which are not captured by the climatology. Structures exist in the climatology which do not appear in the synoptic data. The climatology certainly is not representative of current conditions.   Under such circumstances the climatological data can be either modified to match the synoptic conditions or eliminated.

Consequences of horizontal resolution

Consequences for modeling
Utilization of mis-matching data creates significant errors in model estimates.  Spurious eddies, fronts, jets, etc. can all result from the use of mismatched data. Use OA of data from examples.

a. Temperature

b. Salinity

c. Dynamic height

d. Circulation

Data management

i. Ad hoc vs. managed

ii. Management systems

iii. Metadata

iv. Standardized formats

Software

i. Tools available: Display, Processing

ii. Toolbox 
iii. Tools under development

Conclusions
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Additional concerns not yet addressed in outline: tides (de-tiding, extraction of signal), uncertainty (maintaining, updating, including error estimate), maintaining access to original data
Quality control – a system for verifying and maintaining a desired level of quality in a product or process by careful planning, use of proper equipment, continued inspection, and corrective action as required.
Figure list (figures may be multi-part)
1. Obvious malfunction (done)
2. Positional problem (done)
3. Consequence of positional problem (done)
4. Removal of bottom spike (done)
5. Diagram of problems in section of cast

6. Filtering

a. Gaussian filter diagram (done)
b. Gaussian filter (comparison of different orders) (draft)
c. Median filter (comparison of different orders) (draft)
d. Linear filter (comparison of different orders) (draft)
e. Overall comparison of filters 
7. Comparison with other data

a. Value comparison

b. Structure comparison

8. Remotely sensed data

9. Meteorological data

10. Inter-calibration:

a. multi-platform comparisons

b. climatological comparison (done)
c. bias/trend removal

11. Consequences for modeling

a. Temperature

b. Salinity

c. Dynamic height

d. Circulation

�The “how” of this section is largely missing.  Are these “obvious” malfunctions found from visual inspection?  Is there some automatic procedure (e.g. identifying outliers that are more then 2 or 3 standard deviations from the mean)?


�Are there alternative to visual inspection?


�You could also mention somewhere that subtle temporal/positional errors may be easier to recognize at the time of the experiment than when reviewing the data at a much later date.


�Use the Tukey reference in the Haley et al. AOSN-II paper.


�For Gaussian filter, relate the number of points to “a” or sigma.
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